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Our ability to routinely engineer genetic networks for applications is limited by the scarcity of highly specific and non-cross-reacting (orthogonal) gene regulators with predictable behavior. Though antisense RNAs are attractive contenders for this purpose, quantitative understanding of their specificity and sequence-function relationship sufficient for their design has been limited. Here, we use rationally designed variants of the RNA-IN–RNA-OUT antisense RNA-mediated translation system from the insertion sequence IS10 to quantify >500 RNA–RNA interactions in Escherichia coli and integrate the data set with sequence-activity modeling to identify the thermodynamic stability of the duplex and the seed region as the key determinants of specificity. Applying this model, we predict the performance of an additional ~2,600 antisense-regulator pairs, forecast the possibility of large families of orthogonal mutants, and forward engineer and experimentally validate two RNA pairs orthogonal to an existing group of five from the training data set. We discuss the potential use of these regulators in next-generation synthetic biology applications.

Precise control of gene expression is at the core of any genetic engineering–dependent discipline. For most synthetic biology applications, it is necessary to express, at controlled levels, multiple genes possibly responsive to multiple internal and external signals. In a practical sense, the ability to rationally regulate the expression of multiple genes aids in optimization of biosynthetic pathways for industrial chemical production. Elements that allow controlled exploration of different pathway–enzyme stoichiometries to maximize productivity or enable design of regulatory circuitry that balances enzyme activity to minimize toxic intermediates are valuable components of the metabolic engineer’s toolbox. These elements are even more critical in emerging applications, such as cell-based therapies and active biomaterials, that require more sophisticated regulatory circuitry implementing complex logic functions and memory. It has been argued that a large compendium of diverse regulators that are orthogonal (that is, do not inadvertently cross-react), homogeneous (operate with similar kinetics, thermodynamics and other structural properties) and have predictable functionality is necessary to enable increasingly complex genetic circuit design.

Though there has been some success in mining such regulatory elements, most commonly promoters, from the vast library of function available in nature, each individual instance must itself be characterized in a specific context and needs further part and strain engineering to make it operate as desired in a given application (for example, to match a desired dynamic range or not to interfere with host machinery). An alternative approach is to engineer part variants from a common ancestor (part) that differ in designed ways from otherwise homogeneous operation. There has been an increasing effort to engineer such part libraries. Most efforts have focused on engineering promoters and ribosome-binding sites with desired activities. Models to predict the activities of new variants of these have shown some success. Alternatively, there have been a number of efforts to engineer parts libraries that regulate different aspects of gene expression, such as transcription initiation with families of transcription factors, transcriptional elongation via antisense RNA–regulated attenuators and leader–sequence expression regulated by unnatural amino acids; translation initiation using orthogonal ribosomes and riboswitches and antisense RNAs; and mRNA stability via engineered ribozymes, stability hairpins, RNase sites and protein-sensing RNA devices. Though these are foundational first steps, only a few efforts have attempted to create models that link sequence to activity to allow forward design of new family members.

Regulatory mechanisms that are mediated by RNA molecules, however, might be expected to be among the most amenable to such modeling. The apparent simplicity in their base-pairing rules and the modularity of their structural components make them excellent substrates for design and attractive contenders for a standard platform for gene expression regulation in synthetic biology applications. They also provide a powerful basis set of functions for gene expression engineering owing to their ability to sense biomolecules; regulate transcriptional elongation, translation initiation and mRNA degradation; and act in cis when arrayed on the same transcript or in trans to allow the construction of regulatory networks.

Though the versatility of RNA molecules has been recognized, there have been few studies on designing an entirely artificial (synthetic) riboregulator (cognate sense-antisense RNA) family or modifying a naturally occurring mechanism for use in gene silencing or activation purposes in E. coli. In a seminal study, simple base-pairing design rules were used to create a family of two orthogonal sense-antisense RNA partners that regulate translation. The interaction between cognate pairs showed a positive correlation with RNA-RNA binding free energies, implying a thermodynamically driven, one-step pathway to a stable duplex. Recently, we reported a set of three orthogonal mutants of a natural antisense RNA-mediated transcriptional attenuation system and found a
**Figure 1** | Schematic of sense RNA-IN and antisense RNA-OUT interaction. (a) Schematic of antisense RNA-regulated translation repression of the RNA-IN-SFGFP translational fusion. Antisense RNA (RNA-OUT, indicated by stem-loop structure), binds specifically to RNA-IN-SFGFP mRNA, which blocks the Shine-Dalgarno (SD) sequence and AUG start codon, thereby inhibiting its translation. Molecular recognition and initial base pairing between sense and antisense RNA is indicated by colored boxes. In the absence of RNA-OUT, translation of RNA-IN-SFGFP mRNA proceeds normally to produce SFGFP. (b) RNA-OUT-RNA-IN hybridization. The entire region of RNA-OUT in the current work is not shown for clarity (Supplementary Data Set 2). Colored boxes indicate the core recognition region between interacting species. The mutated SD region in RNA-IN mRNA is marked as yellow, and the AUG start codon is colored brown.

A minimal assay system for quantifying orthogonal mutants

**RESULTS**

A translational regulator is derived from the copy-number control element from the insertion sequence IS10, wherein an antisense RNA (RNA-OUT) inhibits transposase expression. RNA-OUT base pairs to the translation initiation region of the transposase mRNA (RNA-IN), thereby repressing translation both by preventing ribosome binding and by promoting transcript degradation (Fig. 1a). Earlier studies have suggested that the 5 base pairs (bp) in the 5′end of RNA-IN and in the loop domain of RNA-OUT determine the initiation of RNA duplex formation. The loop domain of RNA-OUT contains a pyrimidine-uracil-nucleotide-purine (YUNR) motif and is predicted to promote specificity and rapid duplex formation with RNA-IN. The first 3 bp between RNA-IN and RNA-OUT are G-C pairs, and the strength of hybridization free energy in this G-C–rich region seems to be critical for effective antisense interaction and molecular specificity. We reasoned, therefore, that these poor correlation between target repression and the thermodynamic stability of the duplex, suggesting that other factors besides thermodynamics may be at play. These results are consistent with earlier observations that the specificity and efficiency shown by antisense RNA control systems may be explained by interactions between different structural motifs or modules and not solely by complementarity in base-pairing (or hybridization free energies). Notably, in both of these instances, the strategy for creating orthogonal mutants was based on the design features observed in other similar systems, and mutants were more or less handcrafted.

If scalable design of expression with RNA regulators is to succeed, quantitative sequence-function relationships that elucidate the mechanisms behind orthogonally acting RNA regulators and thus enable their more rational design are needed. Sequence-activity relationships have proven useful in the annotation of genomes, making it possible to infer regulatory sites and other such features. Similar quantitative studies have provided mechanistic insights into the operation of eukaryotic microRNAs (miRNAs) and small interfering RNAs (siRNAs) and their off-target cross-talk. In these cases, statistical modeling has been used to mine large compendiums of experimental data to uncover specificity determinants for RNA-RNA interactions. These advances have aided the implementation of complex synthetic programs that could have an immense therapeutic value.

Here we present a minimal-complexity, maximally predictive data-driven sequence-activity model from quantitative assays of a mutant library derived from a well-known antisense RNA–mediated translation control system (RNA-IN–RNA-OUT, RNA-IN/OUT) system of IS10 in *E. coli*. By model integration of hundreds of *in vivo* reporter assays, we identify the key determinants of antisense RNA interaction specificity. We then use the model to predict the performance of additional regulator pairs and experimentally validate these predictions by forward designing new orthogonal mutant pairs. Overall, this study demonstrates the utility of hypothesis-driven library construction to parameterize predictive models of regulatory element function. These models yield insight into the critical mechanisms of the activity of these elements and provide computer-aided design tools for the production of new elements of the antisense RNA family.
We confirmed that our minimized system is sensitive to changes in specificity-determining interactions could be manipulated to create families of mutually orthogonal variants of the native system. We use the term orthogonal family to describe a group (more than two members) of sense and antisense mutants that specifically interact with their cognate partners and show minimal interaction with their noncognate counterparts.

To simplify the engineering of the RNA-IN/OUT system, we identified a minimized and slightly modified regulatory region that is sufficient for >85% repression of the target (details are in Supplementary Methods). To assess the performance of the RNA-IN/OUT pair, we measured the percentage repression of RNA-IN–RNA-OUT hybrids compared to noncognate partners. To maximize the chance of mutual orthogonality, we selected 23 candidates from the total of 56 library members via a clustering procedure (Supplementary Fig. 6). That only 5 out of the 23 RNA-IN/OUT mutants conserve the YUNR motif (Supplementary Table 7) also made it possible to test the importance of this motif in the functioning of the RNA-IN/OUT system.

**Measurement and analysis of the mutant library**

We generated the 23 RNA-IN and RNA-OUT mutant constructs, and each of the 529 possible pairs was cotransformed on separate plasmids into *E. coli*. Additionally, all RNA-IN plasmids were cotransformed with a nonsense (nonfunctional) RNA-OUT plasmid as a negative control (described in Methods and Supplementary Methods). The performance of RNA-IN/OUT pairs was quantified by measuring the fluorescence during the exponential phase of each strain, and percentage repression was calculated. The matrix of percentage repression for the 529 combinations of sense and antisense mutants is shown as a heat map in Figure 2b (additional data is in Supplementary Results). Most cognate sense-antisense pairs (along the diagonal on the heat map in Fig. 2b) show strong repression (>80%). Approximately 5% of all pairs achieve more than 70% repression, whereas about 75% of total pairs show less than 20% repression (Supplementary Fig. 10). Overall, we observed a wide range of percentage target repression, ranging from negligible repression (<5%) to over 90% repression, and the change in dynamic range (ratio between target expression for cognate sense-antisense pairs) varied from zero to ten-fold (Supplementary Tables 5 and 6, respectively). We also found many examples of a single antisense

---

**Table 1 | Selected sense and antisense mutants**

<table>
<thead>
<tr>
<th>Sense</th>
<th>Sequence</th>
<th>Antisense</th>
<th>Sequence</th>
<th>Nucleotide swaps</th>
<th>Tested/possible</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>GCGAA</td>
<td>A1</td>
<td>UUCGG</td>
<td>Wild type</td>
<td>1/1</td>
</tr>
<tr>
<td>S3</td>
<td>GGGAA</td>
<td>A3</td>
<td>UCCCC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S4</td>
<td>GCGA'A</td>
<td>A4</td>
<td>UUGGC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S5</td>
<td>GGGUA</td>
<td>A5</td>
<td>UAGGC</td>
<td></td>
<td>1/5</td>
</tr>
<tr>
<td>S6</td>
<td>GGGUA'</td>
<td>A6</td>
<td>AUCGC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S7</td>
<td>GGGAA</td>
<td>A7</td>
<td>UUCGG</td>
<td></td>
<td>2/10</td>
</tr>
<tr>
<td>S8</td>
<td>CC'GAA</td>
<td>A8</td>
<td>UUGGG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S17</td>
<td>GCGAA</td>
<td>A17</td>
<td>UUCGG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S19</td>
<td>GGGAU</td>
<td>A19</td>
<td>AUCGG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S21</td>
<td>CCGAU</td>
<td>A21</td>
<td>UAGGG</td>
<td></td>
<td>3/10</td>
</tr>
<tr>
<td>S22</td>
<td>CCGUU</td>
<td>A22</td>
<td>AAGGG</td>
<td></td>
<td>3/6</td>
</tr>
<tr>
<td>S23</td>
<td>GGGUA</td>
<td>A23</td>
<td>UAGCC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S26</td>
<td>GCGUU</td>
<td>A26</td>
<td>AAGGC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S27</td>
<td>GCGUA</td>
<td>A27</td>
<td>UAGCC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S28</td>
<td>GCGAU</td>
<td>A28</td>
<td>AUCGG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S29</td>
<td>GCGUU</td>
<td>A29</td>
<td>AAGCC</td>
<td></td>
<td>4/5</td>
</tr>
<tr>
<td>S30</td>
<td>CCGUU</td>
<td>A30</td>
<td>AAGGG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S31</td>
<td>GCGUU</td>
<td>A31</td>
<td>AAGCC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S32</td>
<td>CCGUU</td>
<td>A32</td>
<td>AAGCG</td>
<td></td>
<td>5/1</td>
</tr>
<tr>
<td>S34</td>
<td>GGGUAA</td>
<td>A34</td>
<td>UUAAGGC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S43</td>
<td>CC'GUA</td>
<td>A43</td>
<td>UUAUGGG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S49</td>
<td>CCCC'GAA</td>
<td>A49</td>
<td>UUCGGG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S52</td>
<td>GGG'GCA</td>
<td>A52</td>
<td>UUGGCC</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The recognition motif (5′ to 3′) of 23 sense RNA-IN and 23 antisense RNA-OUT RNAs are shown with mutated or inserted positions from wild-type species denoted by underlining. Total number of possible mutants from a particular base swap and the number of chosen mutants for experimental characterization are also shown. Two extra nucleotides inserted within the core region of RNA-IN and RNA-OUT.

---

**Design of the mutant library**

To engineer mutually orthogonal sense-antisense pairs, we considered complementary mutations at the 5 nucleotides (nt)—in all combinations—in the 5′ specificity region of RNA-IN and at the corresponding nucleotides in the loop of RNA-OUT (Fig. 1b and Table 1). This led to a set of 32 variants in sense RNA-IN and antisense RNA-OUT. We reasoned that the possible number of orthogonal pairs could also be increased by inserting nucleotides within the recognition motif of this system, thereby ‘scaling up’ the RNA-RNA interaction region. We therefore considered insertion of two extra nucleotides, A-T, G-C, T-A or C-G, between position 3 and 4 of RNA-IN (corresponding to complementary nucleotides at positions 32 and 33 of RNA-OUT). We hypothesized that compensatory mutations in the first 3 bp of the interaction region in these scaled-up mutants would extend the number of orthogonal pairs and possibly improve regulatory efficiency. This resulted in 24 additional RNA-IN/OUT paired mutations for a total library size of 56 (Table 1 and Supplementary Table 1). This number may be further increased by considering all possible combinations of (single, double and so on) nucleotide insertions with different combinations at the first 3 bp.
RNA repressing multiple sense targets and single sense targets being recognized by multiple antisense RNAs (Supplementary Fig. 11). One notable result is that more than 70% of cognate pairs showed repression higher than 75% and did not have a YUNR motif in the antisense RNA species, indicating that the YUNR motif is dispensable for the proper functioning of this system (Supplementary Table 7).

To determine how the energetics of the sense-antisense RNA interaction correlates with the experimental percentage repression, we plotted the calculated hybridization free energy for all 529 interactions against the experimental percentage repression (Fig. 3a). We observed that hybridization of both cognate and noncognate pairs with a free energy more than −41 kcal mol⁻¹ is not active in repression, whereas most hybridizations with a free energy less than −46 kcal mol⁻¹ showed stronger repression (closer to 85%). These results indicate that there is a critical threshold free energy needed for the propagation of the initial pairing interaction leading to a stable duplex formation, which causes efficient repression of target mRNA. Similar results have been reported for interaction of miRNAs with their targets in HeLa cell lines⁴⁴. We did not observe a strong correlation between target repression and the accessibility of the recognition motif (unfolding free energy of sense and anti-sense RNA). This indicates that the applied mutational strategy may interfere minimally with the structure of both interacting RNAs.

Validating the orthogonality of mutant pairs

Using the experimentally determined percentage repression data to quantify target and nontarget specificity, we can identify groups or families of RNA-IN/OUT variants expected to function orthogonally when placed in the same cell. Further, identifying noncognate partners that show substantial cross-talk aids in determining base-pairing features that impart promiscuity. Thus, the definition of mutual orthogonality depends on thresholds of repression and cross-reactivity percentages for cognate and noncognate pairs, respectively, that we deem acceptable for a specific application.

The total number of observed mutants for different family sizes demonstrating an 80% repression threshold and 10% or 20% cross-reactivity with other members of the family (and orthogonal family) is shown in Figure 3b. At an 80% repression threshold and 10% cross-reactivity, we have more than ten families of mutually orthogonal pairs and triplets and one family of four orthogonal mutants, whereas at 20% cross-reactivity, we have more than 20 families made up of two, three and four mutually orthogonal mutants and five families of five mutants (Supplementary Table 9). A more detailed depiction of the number of mutants at different thresholds of percentage repression and cross-reactivity are shown in Supplementary Figure 12.

To test whether the orthogonality and repression profile of these mutants is retained with a sequence-divergent gene of interest, we fused five mutually orthogonal sense mutants (shown in Fig. 3c) to the fluorescent protein mRFP1 (52% sequence identity to SFGFP) and assayed them in the presence of corresponding antisense RNAs. The observed percentage repressions were quantitatively equivalent to that observed using SFGFP, demonstrating the modularity of the sense region and the efficiency of antisense RNA (Supplementary Fig. 13). To demonstrate the mutual orthogonality among members of an orthogonal family in the same cell, we picked five sense-antisense pairs (shown in Fig. 3c) and characterized every combination of two pairs in a single cell (described in Methods and Supplementary Fig. 14). Here, the sense partner of each pair was translationally fused to either SFGFP or mRFP1, and repression was quantified in the presence of different combinations of the cognate antisense RNAs expressed from a different plasmid (Supplementary Methods and Supplementary Fig. 14). The results support the possibility that our library produced a large number of mutually orthogonal and modular regulatory variants that retain their specificity characteristics within the same cell (Supplementary Figs. 15 and 16).

Selection of a sequence-function relationship model

The correlation between the hybridization free energy and percentage repression suggests that free energy is a good, though not perfect, predictor of interaction specificity (Fig. 3a). To find other features that determine the specificity of interaction between RNA-IN and RNA-OUT, we pursued modeling of the sequence-function relationship for the in vivo experimental data set.
To select the most important feature explaining the repression data, we applied partial least-squares regression (PLSR) with stepwise feature selection and outlier detection (described in Methods and Supplementary Methods). The analysis, after detecting and discarding 8 outlier interactions (out of 529 interactions), identified just two features that explain the 86% variation in the data after ten-fold cross-validation: the hybridization energies of the entire 37-bp interaction region and of a 5-bp seed region (Fig. 4a). The model suggests that the initial nucleation event at the G-C–rich 5-bp seed region and the subsequent helix progression is thermodynamically driven and determines the efficient repression of the target mRNA. These results recapitulate early studies that pointed out the importance of the 5-bp interaction region in determining the copy-number control performance of the RNA-IN/OUT system.

The unexplained 14% variance in the repression data may be due to other features or factors that are not included in this work, such as the in vivo concentrations of interacting RNAs, which influence the efficiency of antisense RNAs. More detailed biochemical studies are needed to pursue these hypotheses. However, the model, trained on the remaining 521 pairs, has sufficient explanatory power to support the design of new pairs.

Validation of model predictions
To validate the predictive capability of the model and forward engineer new orthogonal mutants, we used the model to predict percentage repression for all of the 56 mutant pairs that we initially considered (described in Methods, Fig. 2a and Supplementary Table 1). This yielded a total of 3,136 percentage repression predictions, including the 529 experimentally tested pairs (Supplementary Fig. 18 and Supplementary Table 10). We estimated the total possible number of mutually orthogonal pairs in the 56 RNA-IN and RNA-OUT variants from these predictions for different family sizes at different thresholds of percentage repression and cross-talk (Fig. 4b and Supplementary Fig. 20). At 80% threshold percentage repression and 10% cross-reactivity, we have more than 300 families of mutually orthogonal pairs, triplets and quadruplets; more than

Figure 3 | Repression characteristics and estimation of total number of orthogonal pairs in the experimental data set. (a) The scatter plot of calculated hybridization free energy ($\Delta G$ kcal mol$^{-1}$) as a function of experimental percentage repression. (b) Estimation of the number of families made up of two, three, four and five mutually orthogonal members at different thresholds of percentage repression and cross-talk. Two representative data sets are shown here: data for ≥80% repression and ≤10% cross-talk (blue bars) and data for ≥80% repression and ≤20% cross-talk (red bars). (c) The observed network of interaction between mutually orthogonal cognate and noncognate sense and antisense RNAs (mutants 4, 5, 31, 34 and 49). The shading of links indicates the percentage repression (black for 100% repression and light gray for almost no repression).

From an inspection of the predicted sense and antisense RNA secondary structures and the form of the duplex, we selected a short list of 31 possible features that might explain the observed patterns of repression (Supplementary Data Set 2 and Supplementary Table 4).

Figure 4 | The sequence-activity PLSR model and experimental validation of model predictions. (a) The PLSR model results are shown as a scatter plot of predicted versus observed percentage repression. The coefficient of determination (a measure of the quality of the model, $R^2 = 0.87, P < 0.0001$) using a training set of 521 interactions is shown along with the ten-fold cross-validated model (a measure of the predictive ability of the model, cross-validated (cv) $R^2 = 0.86$). Inset, weighted regression coefficients for the final two predictors. These include $\Delta G$, hybridization energy of the sense-antisense RNA duplex; seed region $\Delta G$, hybridization energy of duplex in seed region. (b) The estimated number of families with two to seven mutually orthogonal members in the computationally predicted repression profile of the 56 pairs. Two representative data sets are shown here for repression ≥80%: data for ≤10% cross-talk (blue bars) and ≤20% cross-talk (red bars). (c) The predicted (top) and experimentally verified (bottom) network of interaction between mutually orthogonal cognate and noncognate sense and antisense RNAs (mutants 13 and 40 in addition to mutants 4, 5, 31, 34 and 49). The shading of links indicates the percentage repression (black for 100% repression and light gray for almost no repression). Model-predicted and experimentally verified enlarged orthogonal families are indicated with connections between orthogonal members, and new pairs are shown in blue and black.
150 families of 5 mutants; and 10 families of 6 orthogonal mutants (Fig. 4b). At 20% cross-reactivity, we have more than 1,000 families made up of 3, 4, 5 and 6 mutually orthogonal mutants and more than 150 families of 7 mutants.

To experimentally validate a subset of these predictions, we forward engineered two sense and antisense RNA pairs (mutant 13 and mutant 40 shown in Supplementary Table 1 and Supplementary Fig. 18) predicted to have a desired strong threshold of percentage repression and minimal cross-talk with the experimentally discovered family of five orthogonal pairs, thus expanding the size and number of orthogonal families (Fig. 4c). We characterized these four forward-engineered mutants in the presence of their cognate and noncognate partners, and the resulting number of interactions was more than 50 (Supplementary Fig. 21). As predicted, sense and antisense mutants 13 and 40 yielded an altered and expanded family made up of six and five mutually orthogonal mutants, respectively (Fig. 4c). The mutant 13 sense-antisense cognate pair showed specific interaction, whereas they showed <20% cross-talk with five noncognate partners. Similarly, the mutant 40 sense-antisense pair showed less than 10% cross-talk with four noncognate partners and specific interaction with each other (Fig. 4c and Supplementary Fig. 21). In addition to validating orthogonality, the experimental results clearly demonstrate the ability of the model to reliably and quantitatively predict a wide range of percentage repression shown by more than 50 interactions (Supplementary Fig. 21). This tool thus provides a powerful avenue to rationally design and forward engineer new orthogonal members to an existing mutually orthogonal RNA-IN/OUT pair family (Supplementary Data Set 5).

DISCUSSION

The translational controllers we developed here, and the model that enables the design of effective and orthogonal regulator pairs, provide an effective platform for RNA-based regulation of translation. The platform allowed the discovery of a large number of different-sized families of mutually orthogonal regulators that could, theoretically, be used in the same cell. The model enabled the engineering of new families of five and six mutually orthogonal translational regulators showing consistent and predictable performances (Fig. 4c).

To our knowledge, these are the largest orthogonal families constructed from a single regulatory mechanism based on a predictive model (in contrast to commonly used screen-based approaches). In addition, we forecast a possibility of finding thousands of mutually orthogonal families made up of two, three, four or five regulatory members differing in specificity and cross-talk properties (Fig. 4b, Supplementary Data Set 5 and Supplementary Fig. 20). We also demonstrate that the specificity of interaction is preserved by inserting extra nucleotides or scaling up the core interaction region, thereby opening up an avenue to allow the search of additional orthogonal regulators in the enlarged sequence space.

Analysis of the library also provides insight into the mechanisms of specificity and activity in the RNA-IN/OUT system. For example, earlier studies showed that single complementary mutations at the third and fourth nucleotide at the 5′ end of RNA-IN and at the corresponding nucleotides in the loop region of RNA-OUT alter the sequence specificity of the antisense pairing reaction with their wild-type counterparts. In the present work, in addition to recapitulating these results, we observe that combinatorial complementary nucleotide swaps (1–5 nucleotides) show the mutants cleanly altered specificity of interaction with each other and with their wild-type partners, indicating the importance of the initial base-pairing region in helix progression and stable duplex formation.

Further, our results demonstrate that the ubiquitously observed YUNR motif in antisense RNA systems seems to be nonessential for retaining the specificity and efficiency of interaction in the RNA-IN/OUT system in vivo. In a few specific cases, antisense mutants with no YUNR motif have the same threshold of percentage repression as the wild type (for example, A6, A5, A23, A31, A52; Supplementary Table 7). We speculate that having a stable stem structure with a U-A–rich region around the antisense loop provides the necessary flexibility to accommodate variations in the core recognition motif (Fig. 1b). Having this arrangement may also allow bases following U to be directed outward and hence be available to interact with RNA-IN, thereby retaining the efficiency and specificity of interaction in the absence of the YUNR motif. Though we have not studied the performance of loop-region mutants in the context of alterations in the U-A–rich motif at the base of the RNA-OUT loop region, we speculate, on the basis of this work and earlier studies, that the U-A–rich motif determines the rapid helix progression after the initial base-pairing at the G-C–rich motif (Fig. 1).

This speculation is in agreement with our scaled-up mutant data, which shows that insertion of two extra nucleotides between the G-C–rich 3-nt core region and A-U–rich downstream region is well tolerated. A few mutants that do not show a strong interaction (threshold of percentage repression) with their cognate partners (for example, A7, A21, A22, A30 and A43 in Supplementary Table 7) also do not have a YUNR motif, and further characterization is needed to understand whether concentration or structural features influence their performance. These results indicate that the YUNR motif as a principal design feature may not be universally applicable to all synthetic RNA regulators, and more elaborate studies are needed to show whether there are any structural dependencies for this motif to function as a key determinant of interaction.

Our model selection procedure suggests that the hybridization energy of the entire duplex and that of the 5-bp duplex seed region are the important features determining the sense-antisense RNA interaction specificity. The importance of the seed region suggests that the initial nucleating events and interaction strength of this region in the propagation of the base-pairing reaction are critical to specificity and repression. Earlier work suggested that only the first 3 bp of the RNA-IN/OUT duplex and their free energy of base pairing may be important for this nucleating event. The seed region has also been found to be a key determinant of activity in eukaryotic miRNA studies and recently has been recognized in bacterial small RNAs. The role of the 37-bp duplex hybridization energy in explaining the majority of in vivo repression data suggests that initiation and propagation of the nucleating event and strand displacement of intramolecular RNA-OUT base pairs with the stable IN-OUT duplex are, however, the main determinants of repression activity. We speculate that hybridization free energy is determinative of interaction specificity only for systems in which an unstructured RNA 5′ end initiates binding within the loop of its counterpart and possibly forms a duplex by a single-step strand-exchange pathway (as exemplified in this work and in a study involving a synthetic antisense RNA system). This does not seem to be the case with those systems in which sense and antisense RNAs initiate loop-loop kissing-complex formation followed by the interaction at a distal site to overcome the topological limitation of helix progression. In such cases, it is the kinetics rather than the thermodynamics of the interaction that seems to be important, and the specificity seems to be the consequence of interactions between intricate three-dimensional structures of the interacting RNAs. It is reassuring that the RNA-IN/OUT system falls into the simpler class, enabling design of new variants that function equivalently and orthogonally to the wild-type element. These insights can be readily used for designing structurally analogous but sequence-independent antisense RNAs and corresponding sense RNAs using the same orthogonal core seed regions found in the present work. However, the experimental data-driven modeling approach presented here can also be applied for engineering other RNA species (that rely on different modes of interaction). We speculate that to do so may require characterization of a large panel of mutants before building a predictive sequence-activity model with a large number of sequence and structural features.
By describing the thresholds of repression and cross-reactivity percentages for cognate and noncognate pairs, respectively, we can quantify mutual orthogonality and begin to define specification for parts acceptable for a particular application. Such an analysis is of immense value when these RNA regulators are integrated into synthetic genetic circuits and are required to function in a predictable way to avoid unwanted cross-talk with other parts in the circuit. Some applications (for example, a circuit regulating cell death) demand a very precise and specific regulation of part components, whereas in some applications this requirement may not be that stringent. It is likely, for example, that as the number of orthogonal pairs to be used together in a cell increases, there will be an increasingly stringent requirement for a low percentage of cross-talk as the apparent nonspecific repression of a sense target might be affected by the sum of the concentrations of all cross-talking antisense molecules. However, the combination of orthogonal and promiscuous variants (for example, a single antisense RNA repressing multiple sense targets and, alternatively, single sense targets recognized by multiple antisense RNAs; Supplementary Fig. 11) can be useful either in designing synthetic circuits as signal propagation and/or signal integration modules23-28 or for building a hierarchy of interlinked functional modules to understand the network structure and function29. Such bottom-up engineering of gene expression circuits using well-characterized parts (with different thresholds of percentage repression and cross-talk) into interleaved networks reminiscent of natural systems can yield insights into organization principles of circuit design and, more generally, how evolution may have shaped these complex regulatory networks. We envision that both the large families of orthogonal regulators and the approach used to discover them are important for a variety of next-generation synthetic biology applications30. This includes the use of orthogonal translation repressors to permit different modes of RNA expression in bacteria3,32 and regulate expression of different genes in operons19, to establish the hierarchical order of regulation46, to modulate protein abundance and thereby impart pathway balance19, to explore the network architecture and understand the function of natural small-RNA regulatory networks by rewiring or building smaller synthetic circuits and to understand the evolutionary design principles behind regulatory architectures. Even though the design specification for these various applications may not be very well defined or realized, having a compendium of well-characterized parts to meet the diverse specification needs saves a lot of resources compared to ad hoc approaches38 and provides a robust platform for further technological development (for example, increasing the dynamic range of repression or engineering the RNA components presented here to be sensitive to environmental signals). The characterization and standardization of genetic parts is particularly important because the real potential of using RNA-based components in genetic circuits derives from their particular designability, homogeneity and scalability compared to protein regulators11,22-24. Therefore, we believe that the use of RNA components described in this work in combination with available transcriptional and post-transcriptional regulatory components and other recently developed orthogonal systems6,8,13,14,15,22,46,49 should provide an unsurpassed platform for flexibly tailoring delays, rapid response times, controlled variability in gene expression or other interesting and useful dynamic properties46 that are sensitive to internal or external signals.

METHODS

Strains, plasmids and growth conditions. Strains used in this study are listed in Supplementary Data Set 1. E. coli strain TOP10 (Invitrogen) was used for plasmid construction purposes and for fluorescence measurements. All strains were grown in LB (DIFCO) medium or MOPS EZ rich medium (Teknova) at 37 °C with shaking. Medium was supplemented with 100 μg ml⁻¹ carbenicillin, 34 μg ml⁻¹ chloramphenicol or both as required.

The construction details of the sense and antisense plasmid library are presented in the Supplementary Methods. The sense constructs constitutively express a 23 nucleotide RNA copy of the sense RNA-INA vaccine fused to SGFFG (VKM84) or RNA-OUT (VKM85) from a low-copy vector (pSC101 replication origin, chloramphenicol-resistance marker) derived from the pBBR1 (vector series22). The antisense construct expresses a variant of antisense RNA-OUT under the control of the IPTG-inducible P <sub>lac</sub> (adj), promoter from a high-copy vector (VKM87, CoE1 replication origin, ampicillin resistance marker, pBBR1 vector series22). A high-copy (VKM22) was also constructed that lacks the RNA-OUT region and yields a ~50 nt nonsense transcript derived from the double terminator of the pBBR1 vector series22. The sense RNA-INV variant sequences (+1 to +40 from the transcription start site) and antisense RNA-OUT variant sequences (+1 to +115 from the transcription start site) are presented in Supplementary Table 1, and plasmids used in this study are listed in Supplementary Table 2.

In vivo assays using the plate reader and flow cytometer. Frozen TOP10 cells carrying a RNA-IN fusion plasmid with a plasmid expressing either RNA-OUT or nonsense RNA (control vector, VKM22) were grown overnight (~16 h) in MOPS medium with appropriate antibiotics at 37 °C with shaking. The following day, overnight cultures were diluted 1:25 to a fresh medium with appropriate antibiotics and 1 mM IPTG and were grown until cultures reached logarithmic growth phase. The measurements of attenuation (Δ) at 600 nm and fluorescence (arbitrary fluorescence units; for SGFFG, excitation at 480 nm and emission at 510 nm; for mRFP1, excitation at 560 nm and emission at 610 nm) were performed in the Tecan Sapphire 2 spectrophotometer by diluting the log-phase culture (0.5–0.6 D<sub>600</sub>) 1:2 in PBS buffer (pH 7.4). The percentage of repression was calculated by taking into account the background signal. Sense RNA-INA-SGFFG or RNA-IN-mRFP1 in the presence and absence of plasmid expressing antisense RNA (Supplementary Methods). The measurement of fluorescence in the flow cytometer was performed by diluting the log-phase culture 1:50 with PBS buffer (pH 7.4) containing 200 μg ml⁻¹ kanamycin. The plate was analyzed immediately using a Partec CyFlow Space flow cytometer with a HBO 566-well-plate auto sample loader (Forward scatter (FCS), side scatter (SSC); 488 nm excitation, 520 nm band pass emission filter for SGFFG and 590 nm excitation, 610 nm band pass emission filter for mRFP1). For each strain, a minimum of 50,000 cellular counts were collected using SSC as the cell trigger. The flow cytometer data was analyzed as detailed in the Supplementary Methods.

Multivariate PLSR model. To compile different sequence, thermodynamic and accessibility features that explain the base-pairing specificity with respect to percentage repression, we used the predicted sense-antisense RNA duplex structures as a guiding reference (Supplementary Data Set 2 and http://genomics.lbl.gov/supplemental/RNA-IN-OUT-Mutalkin-et al-2011/). We shortlisted 31 different features belonging to single and duplex RNA sequences (Supplementary Table 4 and Supplementary Methods).

To build a predictive model based on the sequence and thermodynamic features of sense, antisense and RNA species and their corresponding repression percentages for profiles, we used the PLSR approach46. PLSR is a method for relating two data matrices, response variable Y to multiple predictors X, by a linear multivariate model. PLSR finds components of X so that they approximate X and correlate with Y. This is the method of choice for handling multicollinearity among X values when two or more predictor variables are highly correlated and hence robust estimation of regression coefficients by simple multiple linear regression method is difficult. The following equation shows the linear relationship between response variable and predictors:

\[ y_j = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_y x_y + \epsilon_j \]

where \( y_j \) is a column vector containing the percentage repression data for a total of 529 data points for all 23 sense and antisense pairs; \( x_1 \), \( x_2 \), \ldots, \( x_y \) are predictors in matrix X (total of 31 predictors or features); \( \beta_0 \), \( \beta_1 \), \( \beta_2 \), \ldots, \( \beta_y \) are regression coefficients, \( \beta_y \) is the regression constant, \( \epsilon_j \) is an error term, the value of \( y_j \) ranges from 1 to 529; and the value of \( x_j \) ranges from 1 to 31. Thus, the matrix X contains computed normalized predictors and column vector Y contains the experimentally determined percentage of repression (Supplementary Methods and Supplementary Data Set 3). We used the Unscrambler X10 (CAMO software) for PLSR model (PLSR1) building, outlier detection and calculation of regression coefficients. All models were built by applying the standard data preprocessing procedures. To eliminate features with insignificant (P value >0.05) regression weights (those that do not contribute to the model), we used stepwise regression for iterative feature elimination procedure and downselected the two most significant (P value <0.05) predictors for the final model (Supplementary Methods). Candidates with high residual variance and high leverage were deemed outliers and were removed from the final model. To test whether the model overfitted the data, ten-fold cross-validation was performed. We used the model trained on the experimental data set to predict percentage repression of all 56 pair combinations (Supplementary Data Set 4). The predicted percentage repression from the model for the 56-pair combination is given in Supplementary Table 10.
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