Development and validation of consensus clustering-based framework for brain segmentation using resting fMRI
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Highlights

- Develop and validate consensus clustering framework for segmenting brain regions.
- Develop and validate criteria to determine optimal number of clusters.
- Performance evaluated using extensive computer simulations and resting-state fMRI.
- Methods optimal for group-level segmentation clarified.

Abstract

Background: Clustering methods are increasingly employed to segment brain regions into functional subdivisions using resting-state functional magnetic resonance imaging (rs-fMRI). However, these methods are highly sensitive to the (i) precise algorithms employed, (ii) their initializations, and (iii) metrics used for uncovering the optimal number of clusters from the data.

New method: To address these issues, we develop a novel consensus clustering evidence accumulation (CC-EAC) framework, which effectively combines multiple clustering methods for segmenting brain regions using rs-fMRI data. Using extensive computer simulations, we examine the performance of widely used clustering algorithms including K-means, hierarchical, and spectral clustering as well as their combinations. We also examine the accuracy and validity of five objective criteria for determining the optimal number of clusters: mutual information, variation of information, modified silhouette, Rand index, and probabilistic Rand index.

Results: A CC-EAC framework with a combination of base K-means clustering (KC) and hierarchical clustering (HC) with probabilistic Rand index as the criterion for choosing the optimal number of clusters, accurately uncovered the correct number of clusters from simulated datasets. In experimental rs-fMRI data, these methods reliably detected functional subdivisions of the supplementary motor area, insula, intraparietal sulcus, angular gyrus, and striatum.

Comparison with existing methods: Unlike conventional approaches, CC-EAC can accurately determine the optimal number of stable clusters in rs-fMRI data, and is robust to initialization and choice of free parameters.

Conclusions: A novel CC-EAC framework is proposed for segmenting brain regions, by effectively combining multiple clustering methods and identifying optimal stable functional clusters in rs-fMRI data.

© 2014 Published by Elsevier B.V.

1. Introduction

Resting-state functional magnetic resonance imaging (rs-fMRI) is increasingly used to characterize the functional organization of the human brain (Barnes et al., 2010, 2012; Beckmann and Smith, 2004; Calhoun et al., 2001; Cohen et al., 2008; Deen et al., 2011;

Kelly et al., 2010, 2012; Kim et al., 2010; Nelson et al., 2010; Ryali et al., 2012; Shen et al., 2010, 2013; Wig et al., 2013a,b; Yeo et al., 2011; Zhang et al., 2010). Segmenting brain regions into functionally homogeneous subdivisions is critical for understanding the role of individual brain areas in perception and cognition (Ryali et al., 2012; Wig et al., 2013a; Yeo et al., 2011). Human brain parcellations have typically been constructed using anatomical features, such as cellular organization, gyral folding patterns, or neurotransmitter profiles (Brodmann, 1994; Zilles and Amunts, 2010). However, such segmentations are based on post-mortem brains in the elderly, which may differ from functional subdivisions in normal healthy individuals. Furthermore, they cannot be used to characterize individual differences in functional brain organization. Segmentation schemes using rs-fMRI have been shown to be informative for: (i) determining the functional boundaries of brain regions in normal healthy adults (Cohen et al., 2008; Kim et al., 2010; Ryali et al., 2012; Shen et al., 2010), (ii) characterizing the development of these boundaries from childhood to adulthood (Barnes et al., 2012; Uddin et al., 2010b), (iii) elucidating aberrations in the functional organization in clinical populations (Zarei et al., 2012), and (iv) selecting nodes for further seed-based whole brain functional connectivity analysis (Deen et al., 2011; Shen et al., 2013; Supekar and Menon, 2012; Uddin et al., 2011).

Segmentation of brain regions using rs-fMRI can be posed as a data clustering problem. Data clustering algorithms are unsupervised machine learning methods that group objects or voxels (in the case of brain imaging data), into clusters having high intra-cluster and low inter-cluster similarity (Kelly et al., 2010, 2012; Kim et al., 2012; Shen et al., 2010). Several data clustering approaches including K-means (Bellec et al., 2010; Chang et al., 2012; Deen et al., 2011; Kim et al., 2010), spectral clustering (Kelly et al., 2010, 2012; Shen et al., 2010, 2013), and hierarchical clustering (Cauda et al., 2013; Salvador et al., 2005) have been used to segment brain regions using rs-fMRI. Unlike supervised machine learning problems, data clustering problems are highly ill-posed (Duda et al., 2001; Hastie et al., 2001; Jain et al., 1999) and the clusters obtained from a given dataset are strongly dependent on the clustering method used (Fred and Jain, 2005). For example, the widely used K-means algorithm, with Euclidean as a distance measure, imposes equalized hyper-spherical cluster shapes and performs poorly when the true underlying clusters are arbitrarily shaped. More broadly, the results of a clustering critically depend on (i) initialization, (ii) choice of parameters such as the number of clusters, (iii) choice of the distance metric (Euclidean, Manhattan or correlation), and (iv) choice of features used. Other widely used clustering methods including hierarchical and spectral clustering are also plagued with similar issues. Critically, determining the optimal number of arbitrary shaped stable clusters in rs-fMRI data remains a major challenge.

Recent advances in data clustering and machine learning have led to the suggestion that consensus clustering can overcome many of the aforementioned limitations of current methods (Carpineto and Romano, 2012; Fred and Jain, 2005; Monti et al., 2003; Strehl and Ghosh, 2002; Topchy et al., 2005, 2003). Consensus clustering is similar to ensemble methods in supervised learning where multiple weak classifiers are combined to build a strong classifier (Freund and Schapire, 1997; Hastie et al., 2001; Kittler et al., 1998; Quinlan, 1996). A key goal here is to discover clusters that are stable across multiple partitions obtained by applying different clustering algorithms, parameters, initializations and data features (Fred and Jain, 2005; Topchy et al., 2005).

Previous neuroimaging studies have suggested that consensus clustering is a potentially useful approach for functionally segmenting brain regions (Bellec et al., 2010; Kelly et al., 2010, 2012). These approaches have used different clustering algorithms and objective measures for selecting the optimal number of clusters from the data. However, these methods have not been validated adequately, even using realistic simulated datasets where the underlying clusters are known. Therefore, it is unclear whether these methods are sensitive to the choice of the underlying clustering method, its initialization, the choice of its free parameters, or the metrics used for choosing the optimal number of clusters. A commonly used approach for combining multiple partitions in the computer vision literatures is based on evidence accumulation (Fred and Jain, 2005). Using such an approach, Fred and Jain showed that clusters obtained by “weak” methods, such as K-means, can be effectively combined to discover stable clusters of arbitrary shape and size.

Here we develop and validate a novel consensus clustering evidence accumulation (CC-EAC) framework for segmenting individual brain regions. We first validate our approach on several simulated datasets and then apply them on experimental rs-fMRI datasets. We apply CC-EAC to determine functional subdivisions in five brain areas in the right hemisphere: (i) supplementary motor area (SMA) and pre-SMA, (ii) insular cortex, (iii) intraparietal sulcus (IPS), (iv) angular gyrus (AG), and (v) striatum. While SMA-preSMA, insular and striatal regions have been previously segmented using different clustering approaches (Chang et al., 2012; Deen et al., 2011; Kelly et al., 2012; Kim et al., 2010; Ryali et al., 2012), to our best knowledge functional subdivisions of the IPS and AG have not been previously investigated.

2. Methods

2.1. CC-EAC

We develop a CC-EAC framework (Fred and Jain, 2005) to find the stable and robust clusters in a given region of interest (ROI) using rs-fMRI time series as features. One approach would be to use the functional connectivity profiles of each voxel in an ROI to the rest of the voxels in the brain as features for segmentation (Kelly et al., 2010, 2012; Wig et al., 2013a; Yeo et al., 2011). In this segmentation approach, the similarities of the whole-brain functional connectivity profiles of each voxel in the ROI are used to segment the ROI. CC-EAC is a general framework wherein similarity between functional connectivity features can also be used to segment a given ROI. Here, we use the time series of each voxel in an ROI as features for segmentation, thus allowing voxels with similar time series profiles to be clustered together.

CC-EAC uses two clustering methods: base and consensus to obtain stable clusters. The base clustering method is used to generate several partitions or groupings $P = \{P_1, P_2, \ldots, P_k\}$ for a given set of observations $Y_i$ using different initializations. The consensus clustering method is then used to find stable clusters across all these partitions that are not sensitive to the initializations of the base clustering method. These partitions could have been obtained by (i) applying different clustering methods, (ii) applying the same method with different parameter settings, (iii) applying clustering with different distance metrics, (iv) using different initializations of the same clustering method, (v) using different features of the data, or a combination of some or all of the above. In this work, we will generate different partitions of data by applying the same base clustering method several times with different initializations for each value of $k$ (the number of clusters). We will then use several objective criteria to select the value of $k$ for which the partitions are most stable, and thus determine the optimal number of clusters. The various steps that are involved in CC-EAC are outlined in Fig. 1. Detailed descriptions of CC-EAC are as follows.

In step 1, we extract the time series in each ROI voxel for every subject. Let $Y_i = [y_{i1}^M]_{i=1}^N$ be the observed voxel time series, where $M$ is the number of voxels in the ROI, $y_{ij}$ is the time series consisting
of T fMRI observations at each voxel in ROI for a given subject s and S is the total number of subjects.

In step 2, we generate 100 different partitions of data from each subject for each k ranging from 2 to 10 by applying a base clustering method with different initializations. In this study, we use two clustering approaches (K-means and spectral clustering) as base clustering methods since these have been the two most widely used approaches in neuroimaging research. In both of these methods, we use the correlation between voxel time series as similarity (or distance) measures.

In step 3, we compute a co-association matrix \( C_{s,k} \), for each k and s that finds similarities between these 100 different partitions. \( C_{s,k} \) is a \( M \times M \) matrix with the \((i,j)\)th entry defined as

\[
C_{s,k}(i,j) = \frac{n_{ij}}{N}
\]

where \( n_{ij} \) is the number of times the pair of voxels \( i \) and \( j \) are clustered together in \( N \) 100 partitions of the data for a given \( k \) and \( S \).

An entry in \( C_{s,k}(i,j) \) close to 1 means that the specific pair of voxels are clustered together consistently across the \( N \) partitions and the opposite is true when this is close to 0.

In step 4, we apply the consensus clustering method using \( C_{s,k} \) as the similarity matrix for each \( k \) and \( s \) to generate consensus clusters across the 100 base partitions for each \( k \) and \( s \).

In step 5, we quantify the stability of partitions for each \( k \) across all the subjects, using five different cluster similarity measures: normalized mutual information (NMI), variation of information (VI), Rand index (RI), probabilistic Rand index (PRI), and modified silhouette. The details of these measures are given in the next section.

In step 6, we choose the optimal number of clusters \( (k^*) \) where the similarity between the partitions is optimal. We compare the performance of each method in finding the optimal number of clusters from the data.

In step 7, we compute the group level average co-association matrix by averaging the co-association matrices, corresponding to \( k = k^* \), across all subjects (S).

Finally in step 8, we apply a consensus clustering method with the group co-association matrix as the similarity matrix to find \( k^* \) optimal number of clusters from the data. We use two different consensus clustering approaches: hierarchical with average linkage and spectral clustering, and also compare their relative performance.

In summary, we use the following combinations of base and consensus clustering methods within the CC-EAC framework: (1) K-means combined with hierarchical clustering (KC-HC) as in Bellec et al. (2010), (2) K-means combined with spectral clustering (KC-SC), and (3) spectral clustering combined with spectral clustering (SC-SC) as in Kelly et al. (2012). For each combination, we apply five objective criteria to find optimal number of clusters from the data. We finally compare the performance of these methods in finding stable clusters of several ROIs using both simulated and real fMRI datasets. We run K-means and spectral clustering methods 100 times with different random initializations for each \( k \) (number of clusters) to generate base partitions. In the K-means clustering method, we use the correlation between two voxel time series as a “similarity” or “distance” metric. In this setting, correlation is equivalent to the Euclidean distance metric as the voxel time series have been normalized by subtracting their temporal means and dividing by their standard deviations. Further details of the rs-fMRI data preprocessing procedures are outlined below. We also note that

the spectral clustering method used in this study is based on the work of Ng et al. (2002) and that the sample correlation matrix of the voxel time series is used as the similarity matrix in the spectral clustering method.

2.2. Objective criteria for determining the optimal number of clusters

We compare the following criteria that are used in determining the optimal number of clusters from the data (step 5 in Fig. 1). Let \( L^{ik} \) and \( L^{k} \) be the voxel labels for two subjects \( i \) and \( j \) for a given number of clusters \( k \). The following criteria define the similarity between these two different partitions.

(a) Normalized mutual information (NMI) is an information theoretic criterion that can be used to measure the similarity between two partitions \( L^{ik} \) and \( L^{k} \) (Fred and Jain, 2005; Strehl and Ghosh, 2002)

\[
NMI(L^{ik}, L^{k}) = \frac{2HL^{ik} - HL^{ik} - HL^{k}}{H(L^{k}) + H(U^{k})} \tag{1}
\]

where \( I(L^{ik}, L^{k}) \) is the mutual information between the two partitions, and \( H(L^{ik}) \) and \( H(L^{k}) \) are their entropies. The mutual information between these two partitions is defined as

\[
I(L^{ik}, L^{k}) = \sum_{p=1}^{k} \sum_{q=1}^{k} n_{pq} \log_2 \left( \frac{n_{pq}}{m_k p_q / M} \right) \tag{2}
\]

where \( m_{pq} \) is the number of shared voxels between the clusters \( L^{ik}_{p} \) and \( L^{k}_{q} \), \( m_k p_q \) is the number of voxels in the cluster \( L^{ik}_{p} \) and \( m_k q \) is the number of voxels in the cluster \( L^{k}_{q} \). The entropy \( H(L^{ik}) \) is defined as

\[
H(L^{ik}) = \sum_{p=1}^{k} \frac{m_k p}{M} \log_2 \frac{m_k p}{M} \tag{3}
\]

NMI is the normalized measure of mutual information such that \( 0 \leq NMI \leq 1 \). NMI is 0 if there is no similarity between the partitions and is 1 if they are identical. We compute the average NMI by averaging the NMI between all pairs of subjects for a given \( k \). We then select the optimal number of clusters \( k^* \) for which the average NMI is maximized.

(b) Variation of information (VI) is an information theoretic metric introduced by Meila (2007) to quantify the dissimilarity between two partitions. VI for two partitions \( L^{ik} \) and \( L^{k} \) is defined as

\[
VI(L^{ik}, L^{k}) = H(L^{ik}) + H(L^{k}) - 2I(L^{ik}, L^{k}) \tag{4}
\]

As in the case of NMI, we compute the average VI between all pairs of subjects for a given \( k \) and choose the optimal number of clusters \( k^* \) for which the average VI is minimized.

(c) Rand index (RI) is a measure for comparing similarity between two sets or between data partitions as in our case. RI for two partitions \( L^{ik} \) and \( L^{k} \) can be defined as

\[
RI(L^{ik}, L^{k}) = \frac{n_{11} + n_{00} - n_{01} - n_{10}}{N(N-1)/2} = \frac{n_{11} + n_{00}}{N(N-1)/2} \tag{5}
\]

where \( n_{11} \) the number of pairs of voxels that are in the same cluster in both \( L^{ik} \) and \( L^{k} \); \( n_{00} \), the number of pairs of voxels that are in different clusters in both \( L^{ik} \) and \( L^{k} \); \( n_{10} \), the number of pairs of voxels that are in the same cluster in \( L^{ik} \) but in different clusters in \( L^{k} \); and \( n_{01} \), the number of pairs of voxels that are in different clusters in \( L^{ik} \) but in the same cluster in \( L^{k} \).

We compute the average RI between all pairs of the subjects for every \( k \) and choose the optimum \( k^* \) for which the average RI is maximized.

(d) Probabilistic Rand index (PRI) proposed in Carpino and Romano (2012) is a modified measure of RI for quantifying the similarity between two data clustering solutions. This measure gives different weights to \( n_{11}, n_{00}, n_{10}, n_{01} \) depending on the number of clusters present in that particular partition. The rationale behind the different weightings is that if the number of clusters is small then the probability of grouping two voxels in a cluster is greater than when the number of clusters is higher. In other words, the information content of two voxels being clustered together is greater when the underlying number of clusters is larger. Therefore, PRI (Carpino and Romano, 2012) gives more weight to \( n_{11}, n_{10} \) and \( n_{01} \) for partitions having a higher number of clusters compared to the partitions having lower cluster numbers, and less weight to \( n_{00} \). These weights are defined using the entropy criterion (Carpino and Romano, 2012) as follows

\[
w_h = -\log_2 p_h \tag{6}
\]

where \( h \in \{0,01,10,11\} \) is a binary indicator variable. We compute probabilities \( p_h = \frac{n_{11}, n_{00}, n_{10}, n_{01}}{2012} \) as defined in Carpino and Romano (2012). Accordingly, PRI between two partitions \( L^{ik} \) and \( L^{k} \) for subjects \( i \) and \( j \) for \( k \) number of clusters is defined as

\[
PRI(L^{ik}, L^{k}) = \frac{\sum \frac{w_{11}n_{11} + w_{00}n_{00}}{w_{00}n_{00} + w_{01}n_{01} + w_{10}n_{10} + w_{11}n_{11}}}{\sum \frac{w_{11}n_{11} + w_{01}n_{01}}{w_{00}n_{00} + w_{01}n_{01} + w_{10}n_{10} + w_{11}n_{11}}} \tag{7}
\]

We compute average PRI for selecting the optimal number of clusters from the data.

(e) Modified silhouette (Belhac et al., 2010) is a cluster measure that is used to select the optimal number of clusters from the data and to quantify the stability of the clusters at both subject and group levels. Modified silhouette on a co-association matrix \( C^k \) is defined as

\[
\text{Modified silhouette} (k) = \frac{1}{M} \sum_{m=1}^{M} \left( w(\hat{C}_k)_{m} - w(C)_m \right) \tag{8}
\]

where \( w(\hat{C}_k) \) is the stability map generated for each cluster \( C \) as

\[
w(\hat{C}_k)_{m} = \sum_{n \in C, n \neq m} \frac{C^k_{mn}}{1} \tag{9}
\]

We select the optimal number of clusters \( k^* \) for which the modified silhouette is the largest.

2.3. Resting-state fMRI data

Resting-state fMRI data were acquired from 21 adult participants. The study protocol was approved by the Stanford University Institutional Review Board. The participants ranged in age from 19 to 22 y (mean age 20.40 y) with an IQ range of 97–137 (mean IQ: 112). The participants were recruited locally from Stanford University and neighboring community colleges.

Participants were instructed to keep their eyes closed and try not to move for the duration of the 8-min scan. Functional images were acquired on a 3 T GE Signa scanner (general electric) using a custom-built head coil. Head movement was minimized during scanning by a comfortable custom-built restraint. A total of 29 axial slices (4.0 mm thickness, 0.5 mm skip) parallel to the AC-PC line and covering the whole brain were imaged with a temporal resolution of 2 s using a T2* weighted gradient echo spiral in-out pulse sequence (Glover and Law, 2001) with the following parameters: TR = 2000 ms, TE = 30 ms, flip angle = 80°. Slices are sequentially acquired from inferior to superior of the brain. The field of view was 20 cm, and the matrix size was 64 × 64, providing an in-plane spatial resolution of 3.125 mm. To reduce blurring...
and signal loss arising from field inhomogeneities, an automated high-order shimming method based on spiral acquisitions was used before acquiring functional MRI scans.

2.4. Preprocessing of rs-fMRI data

Data were preprocessed using SPM8 (Statistical Parametric Mapping software, http://www.fil.ion.ucl.ac.uk/spm). The first eight image acquisitions of the rs-fMRI time series were discarded to allow for stabilization of the MR signal. Each of the remaining 232 volumes underwent the following preprocessing steps: realignment, slice-time correction, normalization to the MNI template, and spatial smoothing using a 6-mm full-width half maximum Gaussian kernel. Excessive motion, defined as greater than 3.5 mm of translation or 3.5 degrees of rotation in any plane, was not present in any of the scans. The time series at each voxel were filtered using a band pass filter (0.0083 Hz < f < 0.15 Hz). For each ROI to be segmented, we regressed out the temporal mean and linear trend of each voxel time series within the ROI. Finally we divided each voxel time series by its standard deviation.

2.5. Synthetic fMRI datasets

Because the actual functional boundaries are unknown in experimental fMRI data, the performance of clustering methods and the suitability of cluster similarity measures were first validated on realistic simulated datasets in which the precise boundaries between the clusters are known. For this purpose, we constructed synthetic fMRI datasets using real fMRI signals extracted from 6 regions (3 in each hemisphere) in primary auditory cortex using the maximum probabilistic cytoarchitectonic maps available in the SPM Anatomy Toolbox (Eickhoff et al., 2005) (Fig. 2). Voxelwise time series were extracted from the experimental rs-fMRI dataset with 21 adult subjects that were preprocessed only up to the smoothing step to ensure that voxels were highly correlated both within and between regions. To create distinct brain regions or clusters, we destroyed between-region correlations by randomizing the phase of time courses in different regions (Prichard and Theiler, 1994). This manipulation has the advantage of maintaining the spectral information of the original time series (Prichard and Theiler, 1994). Specifically, to destroy the correlation between regions, we added a randomly generated common phase to all time courses within a region, and similarly another random common phase to time series in other regions (Chen et al., 2013). As a result, correlations between voxels within each region still remained high and were spatially varied. In contrast, correlations between voxels in different regions were expected to be zero, thus creating distinct clusters.

2.6. Brain regions used for segmentation of experimental fMRI data

To investigate the performance of different consensus clustering methods and different similarity measures for obtaining the optimal number of clusters, we examined their ability to functionally segment different brain regions into spatially contiguous subdivisions.

2.6.1. SMA, pSMA

We chose the right medial frontal cortex because it consists of two spatially contiguous cytoarchitectonically distinct subdivisions – the supplementary motor area (SMA) (Brodmann area 4), and the pre-SMA (pSMA: Brodmann area 4, 6) (Ryali et al., 2012; Zilles et al., 1996). Importantly, the right SMA and pSMA are well demarcated anatomically by a vertical line, passing through the anterior commissure, perpendicular to the anterior-posterior commissure axis (Zilles et al., 1996). The right SMA and pSMA, shown in Fig. 3A, were defined using a procedure similar to that used in previous studies (Aron et al., 2007; Johansen-Berg et al., 2004). The automated anatomical labelling (AAL) template (Tzourio-Mazoyer et al., 2002) was used to demarcate the SMA (y < 0) and pSMA (y > 0).

2.6.2. Insular cortex

The insula is a heterogeneous multimodal brain area situated deep within the lateral sulcus between the frontal and temporal lobes, encompassing Brodmann areas 13, 14, and 16. We used the right insular cortex as defined by the automated anatomical labelling (AAL) atlas (Tzourio-Mazoyer et al., 2002) (Fig. 3B).

2.6.3. Intraparietal sulcus (IPS)

The right IPS is a key area involved in visuospatial attention (Corbetta and Shulman, 2002). Cytoarchitectonic mapping studies in post-mortem brains have identified three subdivisions in the IPS (Choi et al., 2006; Schepersjans et al., 2008). In the current study, we merged the maximum probabilistic maps of three right IPS subdivisions using the Anatomy Toolbox in SPM (http://www.fil.ion.ucl.ac.uk/spm/ext/#Anatomy) to create a single IPS ROI (Fig. 3C).

2.6.4. Angular gyrus (AG)

The angular gyrus is a ventral posterior parietal cortex region involved in semantic memory, speech, and reasoning (Binder and Desai, 2011; Seghier, 2013). The subdivisions within this right ROI (PGa and PCp) were identified using cytoarchitectonic mapping (Caspers et al., 2006) (Fig. 3D).

2.6.5. Striatum

The striatum is a subcortical region that includes the caudate, putamen, and nucleus accumbens, which have distinct as well as overlapping functional properties and connectivity with the rest of the brain (Alexander et al., 1986; Di Martino et al., 2008; Poldrack et al., 2006). We used the Harvard–Oxford subcortical atlasses in FSL and merged the maximum probabilistic maps of the right caudate, putamen, and nucleus accumbens to form a striatal ROI (Fig. 3E).

3. Results

3.1. Synthetic fMRI data: identification of number of clusters

Our first goal was to determine whether CC-EAC could accurately identify the number of clusters in simulated rs-fMRI data, where the cluster boundaries are known. Within the CC-EAC framework, we investigated the performance of three clustering approaches: KC-HC, KC-SC, and SC-SC for segmenting brain regions into functionally distinct subdivisions. We used five different metrics for determining the optimal number of clusters at the group level: modified silhouette, PRI, RI, VI, and NMI. Fig. 4 shows the performance of the cluster comparison metrics for each combination of clustering methods on ROIs containing 2, 3, 4, 5, and 6 clusters. The first row of Fig. 4 demonstrates that for ROIs with two clusters, all the five metrics for the three cluster combinations correctly identify the optimal number of clusters as 2. For ROIs with three clusters, except VI, all the other metrics correctly identified the optimal number of clusters to be 3, as shown in the second row of Fig. 4. VI increased monotonically from 2 to 10 suggesting that 2 is the optimal number of clusters in this ROI. For ROIs with 4 clusters, similar performance was observed except for the cluster combination SC-SC as shown in the third row of Fig. 4. None of the cluster comparison metrics was able to identify the correct number of clusters using SC-SC. In the case of cluster combinations KC-HC and KC-SC, with the exception of VI and RI, all other metrics
were able to estimate the correct number of distinct clusters as 4 (third row of Fig. 4). For ROIs with 5 clusters, the modified silhouette identified the correct number of clusters only for the cluster combination KC-HC while PRI was able to find the correct number of underlying clusters with both KC-HC and KC-SC (fourth row of Fig. 4). In the case of ROIs with 6 clusters, all the metrics other than RI gave 6 clusters for KC-HC and KC-SC as shown in the fifth row of Fig. 4. Although RI and NMI identified the correct number of clusters in some of the cases, they increased monotonically with increase in the number of clusters. These simulations also suggest that none of the cluster comparison metrics were able to find the optimal number of underlying clusters in ROIs with more than three subdivisions using spectral clustering (SC-SC).

In summary, the modified silhouette and PRI measures were able to correctly identify the number of clusters in all five ROIs with KC-HC as the cluster combination. The other three measures – RI, VI and NMI – were inconsistent in identifying the optimal number of clusters.
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3.2. Synthetic fMRI data: functional subdivisions

Our next goal was to examine how well the segmented functional subdivisions matched the simulated data. We segmented the simulated datasets using the KC-HC as the cluster combination and either the modified silhouette or PRI as the criterion for choosing the optimal number of clusters. We made this choice based on the relative performance of these methods (Fig. 4). Fig. 5 shows the clusters obtained using KC-HC at the group level. Note that the clusters were obtained by applying hierarchical clustering with the co-association obtained for the optimal $k$ ($k^*$) for each ROI as the similarity metric. The obtained stable clusters were similar to the actual clusters within each ROI (Fig. 2). Note that the color coding used for different clusters in Figs. 2 and 5 is arbitrary. Similar stable clusters are also obtained using KC-SC (data not shown).

3.3. Experimental rs-fMRI data: identification of number of clusters

Next, we applied CC-EAC to determine the optimal number of clusters in experimental rs-fMRI data. We applied CC-EAC to segment five different brain areas using rs-fMRI data acquired from 21 adult participants.

3.3.1. SMA-psMA

The first row of Fig. 6 shows the performance of each metric in identifying the optimal number of clusters for the SMA-psMA ROI. The optimal number of clusters according to the modified silhouette, PRI and VI is 2 for each cluster combination method (Fig. 6), consistent with the cytoarchitectonic segmentation of this ROI (Zilles et al., 1996). Note that RI and NMI increased monotonically with the number of clusters combinations KC-HC and KC-SC.

3.3.2. Insular cortex

The second row of Fig. 6 shows the five cluster comparison criteria as a function of the number of clusters for each combination: KC-HC, KC-SC and SC-SC. The modified silhouette identified two function divisions for all the three cluster combinations; PRI identified three clusters in the case of KC-HC and KC-SC; VI identified two while RI and NMI increased as a function of the number of clusters suggesting ten as the optimal number of clusters for each combination.

3.3.3. IPS

The third row of Fig. 6 shows that the modified silhouette and PRI identified three subdivisions for the combinations KC-HC and KC-SC in this ROI, consistent with previous cytoarchitectonic mapping of this region (Caspers et al., 2008). VI, RI, and NMI increased as a function of the number of clusters for each combination and suggest two divisions by VI and ten by RI and NMI.

3.3.4. AG

In this ROI, the modified silhouette and VI suggest 2 whereas RI and NMI suggest 10 as the optimal number of clusters for each cluster combination as shown in the fourth row of Fig. 6. PRI, on the other hand, suggests 3 as the optimal number of subdivisions for the cluster combinations KC-HC and KC-SC.

3.3.5. Striatum

The fifth row of Fig. 6 shows the profiles of the five cluster similarity metrics as the function of the number of clusters for three combination methods. Both the modified silhouette and PRI suggested three subdivisions for only the combination KC-HC. As before, VI, RI, and NMI increased as the function of the number of clusters for all combinations.

In summary, the objective measures VI, RI and NMI provided no useful information for choosing the optimal number of clusters (Figs. 4 and 6). PRI and modified silhouette with KC-HC were the most accurate in identifying the correct number of functional clusters.
3.4. Functional segmentation in experimental rs-fMRI data

Our next goal was to examine the functional boundaries of the segmented functional subdivisions and to compare them with known anatomical boundaries. Based on findings from the previous sections, we focused on KC-HC as the clustering approach.

The modified silhouette and PRI identified the same number of clusters in SMA-pSMA, IPS, and striatum, but different numbers in insula and AG. For insula and AG, we chose PRI as the criterion for selecting the number of clusters because it identified more clusters, thus providing a richer basis for examining regional heterogeneity.

Fig. 5. Segmentation of simulated regions of interest using CC-EAC. Consensus clustering with KC and HC as base and consensus clustering methods respectively (KC-HC) is able to reliably recover the actual functional boundaries on simulated datasets consisting of 2–6 clusters in a group of 21 subjects. The clusters obtained with KC-HC are very similar to the actual clusters shown in Fig. 2 (color coding in these two figures is arbitrary). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of the article.)

Fig. 6. Performance of various measures for cluster consensus on experimental rs-fMRI datasets. Performance of modified silhouette, probabilistic Rand index (PRI), Rand index (RI), variation of information (VI), and normalized mutual information (NMI) in identifying the optimal number of clusters in right SMA-pSMA, insular cortex, intraparietal sulcus (IPS), angular gyrus (AG), and striatum. Modified silhouette, PRI and VI identify the optimal number of correct number of clusters as two in SMA-pSMA using all the three cluster combination methods. The modified silhouette suggests two clusters for insula and AG, while three clusters for IPS and striatum with KC-KC as the cluster combination. VI is biased towards two clusters while RI and NMI increase monotonically for all the five ROIs and cluster combinations. PRI resulted in three clusters for insula, IPS, AG and striatum with KC-HC as the cluster combination.

Table 1

Percentage overlaps of functional segments with cytoarchitectonic/anatomical segments: (A) SMA-pSMA, (B) IPS, (C) AG and (D) striatum. The diagonal elements (shown in bold) in each table represent the percent overlap with respect to their cytoarchitectonic or anatomical clusters. The non-diagonal entries show the percentage overlap of a functional cluster with the other adjacent anatomical or cytoarchitectonic segments.

<table>
<thead>
<tr>
<th></th>
<th>SMA-pSMA</th>
<th>IPS-1</th>
<th>IPS-2</th>
<th>IPS-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A) SMA-pSMA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMA</td>
<td>92</td>
<td>14</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>pSMA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(B) IPS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPS-1</td>
<td>76</td>
<td>20</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>IPS-2</td>
<td>13</td>
<td>87</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>IPS-3</td>
<td>8</td>
<td>26</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>(C) AG</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Posterior</td>
<td>43</td>
<td>14</td>
<td>43</td>
<td></td>
</tr>
<tr>
<td>Anterior</td>
<td>0</td>
<td>63</td>
<td>37</td>
<td></td>
</tr>
<tr>
<td>(D) Striatum</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Putamen</td>
<td>73</td>
<td>0</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>Caudate</td>
<td>0</td>
<td>97</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Nucleus-accumbens</td>
<td>0</td>
<td>11</td>
<td>89</td>
<td></td>
</tr>
</tbody>
</table>

3.4.4. AG

Three stable clusters were identified in the AG. They encompass its posterior, dorsal and anterior aspects, as shown in Fig. 7D and overlap with the cytoarchitectonic subdivisions PGp and PGa to different extents. The overlap of posterior and anterior functional segments of AG with PGp and PGa are 43% and 63% respectively. The additional dorsal functional segment consists of 43% of the PGp and 37% of the PGa (Table 1C). The posterior functional subdivision has an overlap of 14% with the anterior cytoarchitectonic subdivision PGa (Table 1C).

4. Discussion

We developed a novel consensus clustering framework for segmenting brain regions using rs-fMRI voxel time series as features. We addressed three major challenges in brain segmentation: (i) choice of clustering methods, (ii) robustness of the clusters to initialization, and (iii) determination of the optimal number of clusters. Using extensive simulations, we compared the performance of three combinations of base and consensus clustering methods within CC-EAC framework: K-means with Hierarchical (KC-HC), K-means with spectral (KC-SC), and spectral with spectral (SC-SC) clustering methods. These clustering pairs were used to compare the performance of five different objective criteria for determining the optimal number of clusters. Two of these criteria were based on information-theoretic measures: normalized mutual information (NMI) and variation of information (VI); another two were based on set comparison measures: Rand index (RI) and probabilistic Rand index (PRI), and the fifth was based on a cluster purity measure: modified silhouette. Below we characterize the performance of different clustering methods first using simulated datasets where the cluster boundaries are known and then on experimental fMRI datasets where the cluster boundaries are only partially known.

4.1. Validation on simulated datasets – choice of cluster combinations

To test various clustering methods, we first created simulated rs-fMRI datasets with different numbers of clusters with arbitrary size and shape (Fig. 2). These datasets, with known cluster boundaries, allowed us to examine the performance of CC-EAC. We used three different cluster combination methods KC-HC, KC-SC, and SC-SC together with PRI, modified silhouette, RI, VI, and NMI as metrics for obtaining the optimal number of clusters. Across multiple simulated datasets, among the three cluster combination methods, KC-HC and KC-SC resulted in the most accurate estimation of the correct number of clusters (Fig. 4). Although spectral clustering is generally thought to be a superior clustering method, its performance was not consistent across all the ROIs and...
metrics considered within the CC-EAC framework. Our results suggest that using a sophisticated method such as spectral clustering for generating base partitions does not necessarily result in superior performance. Crucially, boosting and bagging methodologies using weaker algorithms can be used to build powerful classification methods (Fred and Jain, 2005; Freund and Schapire, 1997; Hastie et al., 2001; Kittler et al., 1998; Quinlan, 1996). Consensus clustering approaches inspired by boosting and bagging rely on the diversity of base clusters for discovering stable clusters. The superior performance of KC-HC and KC-SC over SC-SC can be attributed to the more diverse base partitions obtained by K-means as compared to spectral clustering methods (Fig. 4). Another problem with using spectral clustering as the consensus method in CC-EAC is that it uses a K-means algorithm on the eigenvectors, obtained from the eigenvalue decomposition of the Laplacian of the correlation matrix of voxel time series (Meila, 2007; Ng et al., 2002). Therefore, the final clusters obtained using spectral clustering are highly sensitive to the initialization of K-means clustering. In contrast, our simulations demonstrate that KC-HC reliably and accurately recovers the underlying clusters (Figs. 4 and 5).

4.2. Validation on simulated datasets – choice of objective criteria for determining number of clusters

We also investigated five objective criteria for determining the optimal number of clusters. Specifically, within the CC-EAC framework, we examined which of the five measures – PRI, NMI, VI, RI, or modified silhouette would be ideal for determining the number of clusters in the simulated data. NMI and VI are information theoretic measures that quantify the similarity or dissimilarity between two partitions based on the probability estimates of the voxels being in one cluster or the other. The relationship between these two quantities is defined in Eq. (4). These measures are based on partitions rather than voxel pairs that are clustered together. NMI measures similarity between these two partitions whereas VI measures the dissimilarity between them. We then chose the optimal k for which the average NMI between the subjects is maximized or the average VI is minimized. RI and PRI are set-theoretic criteria that, like NMI, measure similarity between two partitions; however, the measures are based on individual pairs of voxels that are clustered together. RI estimates are based on the ratio of the number of pairs of voxels that are clustered together to the total number of pairs of voxels in two given partitions as shown in Eq. (5). RI then selects the optimal k for which this average ratio among all pairs of partitions for a given k is the largest. RI gives equal weights to both agreements (n_{11}) and disagreements (n_{00}) (Carpineto and Romano, 2012). In this case, when k is large, n_{00} increases as the probability of voxels being placed in different clusters increases; thereby RI favors a large k. This phenomenon has been previously demonstrated with a toy example (see Fig. 2 and Table 3 in Carpineto and Romano (2012)). In the present study, we observed a similar phenomenon using our CC-EAC approach (Fig. 4). PRI (Carpineto and Romano, 2012) addresses this problem by giving different weights to the pairs of voxels being grouped together (Eq. (7)) across two partitions. The modified silhouette (Bellec et al., 2010) is based on the co-association matrix that quantifies intra- and inter-cluster similarity (Eq. (8)).

The performance of different objective criteria for selecting the optimal number of clusters from simulated datasets suggests that PRI and modified silhouette perform the best in virtually every case (Fig. 4). Although RI and NMI showed maxima at the current number of clusters on simulated datasets, they generally increased monotonicallly with increase in the number of clusters (Fig. 4). This phenomenon is expected in the case of RI because it favors a large number of clusters and gives the same weightage to both agreements and disagreements of pair of voxels being clustered together, as explained above. VI, on the other hand, behaved in an opposite fashion and reached a minimum at 2 clusters suggesting 2 as the optimal choice in the majority of cases. A similar phenomenon was also observed by Kelly and colleagues (Kelly et al., 2012), requiring them to ignore the case of 2 clusters as a trivial choice. In summary, our simulations suggest that both PRI and modified silhouette provide robust objective criteria for choosing the optimal number of clusters.

4.3. Validation on experimental rs-fMRI

4.3.1. Functional subdivisions of SMA-pSMA

We applied CC-EAC on experimental rs-fMRI data by first segmenting the SMA and pSMA, which have been the focus of several studies (Behrens et al., 2006; Johansen-Berg et al., 2004; Kim et al., 2010; Nanetti et al., 2009; Ryali et al., 2012). In the case of the combined SMA and pSMA region, all the three cluster combinations: KC-HC, KC-SC and SC-SC identified two functional divisions (first row of Fig. 6) using the PRI, modified silhouette, and VI as the objective criteria for selecting the optimal number of clusters. The functional boundary discovered by applying KC-HC on a group of 21 subjects (Fig. 7A) is consistent with the known cytoarchitectonic boundary close to y = 0 (Fig. 3A) (Zilles et al., 1996). Crucially, there is a large overlap of functional and structural segments (Table 1A).

4.3.2. Functional subdivisions of the insular cortex

Next, we applied our CC-EAC approach, together with the five criteria, to discover the optimal number of clusters in the insular cortex. Among the three cluster combination methods and five objective criteria, KC-HC together with PRI resulted in three subdivisions (Figs. 6 and 7B). Consistent with the findings of SMA-pSMA, the other cluster combination methods (KC-SC and SC-SC) together with the other objective criteria resulted in either two clusters (modified silhouette and VI) or ten clusters (NMI and RI) for the insular cortex (Fig. 6). Notably, KC-HC together with PRI resulted in three sub-divisions of insular cortex: posterior, anterior dorsal, and anterior ventral. The three sub-divisions identified by KC-HC and PRI help to clarify findings from previous studies. For example, Deen et al. (2011) arbitrarily chose three clusters, while Chang et al. (2012) used a metric based on the ratio of inter- and intra-clusters distances to select tripartite division of insula without examining the stability of their clustering approach. Kelly et al. (2012) used VI to select the optimal number of clusters that resulted in local minima ranging from 2 to 15. However, these studies lack rigorous validation of their methods, especially with respect to initialization and parameter settings. In the present study, we first validated our CC-EAC approach on simulated and experimental datasets where the functional boundaries are relatively known and then applied these methods to segment the insular cortex.

The three clusters identified in our study encompass the anterior–dorsal, anterior–ventral, and posterior insula regions crucial for cognition, emotion and introspection (Menon and Uddin, 2010). Our clustering results converge on and inform previous findings (Chang et al., 2012; Deen et al., 2011). Using similar sub-divisions as those obtained in the present study, meta-analysis with reverse inference revealed functional specificity for each of these three clusters (Chang et al., 2012). Specifically, the dorsal–anterior cluster has been linked to higher cognition and executive control, the anterior–ventral insula cluster to affective processing, and the posterior insula to sensorimotor processing and pain. These findings further converge on whole-brain functional connectivity analyses showing different whole-brain connectivity profiles of posterior, ventral and dorsal regions of the insula (Deen et al., 2011). A final noteworthy aspect of our findings is that the segmentations are consistent with histological and electrophysiological data, which have suggested three distinct insular subdivisions (Mesulam and Mufson, 1982). Taken together, these findings point to the validity of the CC-EAC approach for identifying stable and distinct clusters in brain regions such as the insula where the number of clusters is not known a priori.

4.3.3. Functional subdivisions of the IPS

The right IPS is a key node in the dorsal attention system (Corbetta and Shulman, 2002). It has been widely implicated in a variety of cognitive-motor processes, including visually guided motor control (Frey et al., 2005), visuospatial attention (Egner et al., 2008), spatial and object working memory (Belger et al., 1998), and numerical processing (Arsalidou and Taylor, 2011; Rosenberg-Lee et al., 2011). Previous investigations of post-mortem human brains have shown that the human IPS consists of at least 3 cytoarchitectonically distinct areas, including hIP1, hIP2, and hIP3 (Choi et al., 2006; Scheperjans et al., 2008). To our knowledge, no study has segmented the IPS using in vivo human functional brain imaging. KC-HC with PRI and the modified silhouette index revealed three optimal clusters. The functional divisions obtained using this approach showed both overlap as well as some distinctions with cytoarchitectonic subdivisions of the IPS (Fig. 7C and Table 1B).

Our findings suggest that the three IPS clusters belong to distinct brain networks and likely serve different cognitive functions. Previous studies have shown that the anterior IPS, mostly hIP1 and hIP2, is involved in visually guided action control, whereas the posterior IPS, mostly hIP3, is involved in processing visual features (Shikata et al., 2003). Furthermore, the three cytoarchitectonic subdivisions of the IPS show different patterns of functional and structural connectivity at the whole-brain level (Uddin et al., 2010a,b). Thus, converging results from post-mortem data and functional connectivity analyses emphasize the robustness of our findings.

4.3.4. Functional subdivisions of the AG

The angular gyrus (AG) is a heteromodal region situated in the ventral division of the posterior parietal cortex. It is implicated in semantic processing, word reading and speech comprehension, number processing, memory retrieval, attention and spatial cognition, reasoning, and social cognition (Binder and Desai, 2011). Crucially, the AG consists of two distinct subdivisions: an anterior (PGA) and a posterior (PGp) (Caspers et al., 2006). Resting-state functional connectivity studies have revealed that these regions have distinct connectivity patterns: the PGp is strongly coupled with other core nodes of the default mode network, including the ventral medial prefrontal cortex, the posterior cingulate, and medial temporal lobe (Uddin et al., 2010a). In contrast, the PGA is tightly coupled with the inferior frontal gyrus and the caudate (Uddin et al., 2010a). Fiber tracking of DTI data has provided converging evidence for distinct connectivity patterns with the PGa and PGp (Uddin et al., 2010a). These findings have pointed to the AG as a functionally heterogeneous region.

We found evidence for additional functional heterogeneity in the AG beyond the two cytoarchitectonic regions identified in post-mortem brain. We identified three functional divisions within the AG using PRI as the selection criterion, encompassing its anterior, dorsal, and posterior clusters. The functional posterior and anterior clusters overlapped 43% and 63% with the PGp and PGA respectively (Table 1C). The remaining voxels in the PGp and PGA are mainly localized to the dorsal functional cluster. Thus, our findings provide evidence for further heterogeneity within the AG beyond those identified by cytoarchitectonic features alone. Further research using meta-analysis and whole-brain functional connectivity is needed to clarify the functions of the three functional AG sub-regions. Our findings could provide an additional framework for understanding the complex patterns of activation and deactivation reported in the AG (Uddin et al., 2010a; Wu et al., 2009).

4.3.5. Functional subdivisions of the striatum

Finally, we applied our CC-EAC approach together with the five criteria to discover the optimal number of clusters in the striatum. Among the three cluster combination methods and five objective criteria, KC-HC together with PRI and modified silhouette...
identified three subdivisions (Fig. 6): the dorsal/anterior striatum (encompassing the caudate nucleus), the dorsal/posterior striatum (encompassing the posterior and superior aspects of the putamen), and the ventral/anterior striatum (encompassing the posterior/inferior aspects of the caudate, the nucleus accumbens, and the anterior/inferior aspects of the putamen) (Fig. 7E). The diagonal entries of Table 1D suggest that these functional clusters show prominent overlap with the anatomical boundaries of the caudate, putamen and nucleus accumbens respectively. The three clusters identified in our study are consistent with prior functional and anatomical research implicating these regions with distinct functions in the primate brain (Affi, 2003; Alexander et al., 1986; Postuma and Dagher, 2006; Yelnik, 2008). Briefly, the dorsal/anterior caudate has been consistently reported to be involved in cognitive control and functionally connected to dorsal and lateral aspects of the prefrontal cortex; the putamen is reported to be a primary motor structure, and has been shown to be significantly connected with primary motor areas of cortex; lastly, the ventral striatum (including the nucleus accumbens) is involved in reward and affective behaviors, with extensive connections to the anterior cingulate and orbitofrontal cortices as well as the amygdala (De Martino et al., 2008). Taken together, these findings emphasize the validity of the CC-EAC approach for identifying stable and distinct clusters in brain regions such as the striatum, where it has been particularly difficult to identify the boundaries of the nucleus accumbens.

4.4. Future work

The methods developed here can also be used with other features such as functional connectivity of each voxel in the region of interest to other brain regions (Cohen et al., 2008; Wig et al., 2013a,b; Yeo et al., 2011). Using these methods, one could compute the functional connectivity of each voxel within a ROI with all other voxels in the brain and segment the ROI based on the similarity of their connectivity profiles. However, segmenting the entire brain with either voxel time series or connectivity profiles still remains a challenge. We have also segmented primary sensory cortex, including visual and auditory cortex, using voxel time series as features (data not shown). However, the functional clusters obtained in these regions did not match well with areas V1, V2, V3 (in the case of vision) or areas TE 1.0, TE 1.1 and TE 1.2 (in the case of audition). We are presently investigating these discrepancies and exploring whether additional features such as functional and structural connectivity might help in finding their functional boundaries. To our knowledge, there have been no published reports of resting-state fMRI-based segmentation of these primary sensory areas.

CC-EAC also provides an elegant framework for combining features, including those from different imaging modalities such as diffusion tensor imaging (Fred and Jain, 2005). Combining multiple features from rs-fMRI (e.g. voxel time-series and functional connectivity) with structural imaging features has potential for further improving the reliability of segmentation as each of these features provides complimentary information on brain organization. This approach has the potential to further clarify the subdivisions of heteromodal brain regions such as the insular cortex (Cauda and Vercelli, 2012) and the lateral prefrontal cortex. Future studies will use multimodal imaging features and CC-EAC to address this question.

5. Conclusions

We have developed a novel clustering method for segmenting brain regions using voxel time-series in a given region of interest as features. Two important and novel aspects of our study include (1) combining complementary clustering methods as opposed to using just one clustering method, and (2) identifying the most accurate metric to determine the number of clusters. Using extensive computer simulations we demonstrate the power of the CC-EAC approach, while resolving multiple issues concerning the determination of the correct number of clusters and the accuracy of various objective criteria used for this purpose. Our results suggest that a combination of K-means and consensus hierarchical clustering, together with the probabilistic Rand index and modified silhouette, is effective in uncovering the optimal number of stable clusters from simulated and experimental rs-fMRI datasets. Our consensus clustering framework is likely to be useful in future research on the human connectome.
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