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Mental arithmetic involves distributed brain regions spanning parietal and temporal

cortices, yet little is known about the neural dynamics of causal functional circuits that

link them. Here we use high-temporal resolution (1000 Hz sampling rate) intracranial EEG

from 35 participants, 362 electrodes, and 1727 electrode pairs, to investigate dynamic

causal circuits linking posterior parietal cortex (PPC) with ventral temporal-occipital cortex

and hippocampal regions which constitute the perceptual, visuospatial, and mnemonic

building blocks of mental arithmetic. Nonlinear phase transfer entropy measures capable

of capturing information flow identified dorsal PPC as a causal inflow hub during mental

arithmetic, with strong causal influences from fusiform gyrus in ventral temporal-occipital

cortex as well as the hippocampus. Net causal inflow into dorsal PPC was significantly

higher during mental arithmetic, compared to both resting-state and verbal memory recall.

Our analysis also revealed functional heterogeneity of casual signaling in the PPC, with

greater net causal inflow into the dorsal PCC, compared to ventral PPC. Additionally, the

strength of causal influences was significantly higher on dorsal, compared to ventral, PPC

from the hippocampus, and ventral temporal-occipital cortex during mental arithmetic,

when compared to both resting-state and verbal memory recall. Our findings provide novel

insights into dynamic neural circuits and hubs underlying numerical problem solving and

reveal neurophysiological circuit mechanisms by which both the visual number form

processing and declarative memory systems dynamically engage the PPC during mental

arithmetic.

© 2021 Elsevier Ltd. All rights reserved.
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A large body of investigations using noninvasive functional

magnetic resonance imaging (fMRI) techniques has provided

unprecedented insights into the building blocks of numerical

cognition in the human brain (Ansari, 2008; Dehaene et al.,

2003; Iuculano and Menon, 2018; Menon, 2015; Peters and De

Smedt, 2018). While fMRI has been useful for clarifying the

functional anatomy of brain areas involved in numerical

cognition, its limited temporal resolution precludes precise

characterization of dynamic functional circuits that are

engaged during problem-solving. Here we use a unique sam-

ple of high temporal resolution (1000 Hz sampling rate)

intracranial electroencephalography (iEEG) recordings to

investigate dynamic causal interactions between multiple

parietal and temporal cortical regions which have been

implicated in mental arithmetic. A major focus of the present

study is the identification of signaling pathways and causal

outflow and inflow hubs that link the building blocks of

arithmetic problem solving.

Across multiple neuroimaging studies, the posterior pari-

etal cortex (PPC), has been identified as a key brain region for

numerical problem solving (Dehaene et al., 2003; Iuculano and

Menon, 2018), and impairments in this region are associated

with mathematical learning disabilities including acalculia

and dyscalculia (Fias et al., 2013; Kucian and von Aster, 2015;

Menon et al., 2020). In addition to the PPC, multiple regions in

temporal cortex, spanning both its ventral andmedial aspects,

have also been implicated in numerical problem solving. The

ventral temporal-occipital cortex (VTOC), including its inferior

temporal cortex and the fusiformgyrus subdivisions, has been

implicated in visual perception and identification of numerical

symbols (Grotheer et al., 2016a). More recently, the hippo-

campal subdivision of the medial temporal lobe has also been

shown to be important for efficientmemory-based retrieval of

arithmetic facts and for arithmetic skill acquisition (Bloechle

et al., 2016; Cho et al., 2012; Kutter et al., 2018; Moeller et al.,

2015; Qin et al., 2014; Supekar et al., 2013). Together, the PPC,

VTOC, and hippocampus form crucial building blocks for

mental arithmetic and numerical problem solving more

broadly. However, the dynamic temporal interactions and

information flow between these regions is poorly understood

and iEEG studies are needed to determine the electrophysio-

logical properties of causal signaling and hubs linking these

brain regions during mental arithmetic.

Convergent with fMRI findings, electrophysiological

studies using cortical surface recordings have reported

enhanced responses in the intraparietal sulcus and superior

parietal lobule within the dorsal PPC, and fusiform gyrus and

inferior temporal gyrus (ITG) within the VTOC during mental

arithmetic (Daitch et al., 2016; Dastjerdi et al., 2013; Hermes

et al., 2017; Pinheiro-Chagas et al., 2018; Vansteensel et al.,

2014). Calculation increases activity in the ITG subdivision of

the VTOC with a factor of approximately 1.5 during the first

500 msec, whereas no such increases were found for reading

numerals without calculation (Hermes et al., 2017). Large

concurrent responses have also been reported in surface

electrocorticogram recordings in the intraparietal sulcus and

superior parietal lobule (Daitch et al., 2016; Hermes et al., 2017;

Pinheiro-Chagas et al., 2018). Vansteensel and colleagues

examined differences in relative timing of responses and re-

ported earlier responses in occipital areas followed by parietal
cortex (Vansteensel et al., 2014). However, dynamic temporal

interactions and, specifically, the direction of information

flow between PPC and VTOC subdivisions involved in nu-

merical cognition remains unknown. Moreover, due to the

lack of adequate electrode placements and participants,

involvement of the ventral aspects of the PPC and hippo-

campus in mental arithmetic has remained unexplored

despite emerging findings from fMRI studies of their differ-

ential roles in numerical cognition (Bloechle et al., 2016; Cho

et al., 2012; Grabner et al., 2009; Qin et al., 2014; Rosenberg-

Lee et al., 2011, 2017; Supekar et al., 2013). Furthermore, the

ventral PPC and hippocampus are part of default mode

network regions involved in semantic andmemory processing

(Binder & Desai, 2011; Greicius et al., 2003; Schacter et al.,

1996). How these distinct PPC regions interact with each

other and with the hippocampal regions involved in numeri-

cal cognition is largely unknown.

Here we address critical gaps in our knowledge of dynamic

causal interactions in key brain areas that have been consis-

tently implicated in numerical cognition. Our study has three

main goals. Our first goal was to investigate causal circuits and

information flow between key brain regions implicated in

numerical cognition. We leveraged iEEG data from the Uni-

versity of Pennsylvania Restoring Active Memory (UPENN-

RAM) study (Solomon et al., 2019), consisting of depth re-

cordings from a large number of participants who performed

mental arithmetic and verbal memory recall tasks (Fig. 1). We

operationalize causality as follows: a brain region has a causal

influence on a target if knowing the past history of temporal

signals in both regions improves the ability to predict the

target's signal in comparison to knowing only the target's past
(Granger, 1969; Lobier et al., 2014). We used phase transfer

entropy (PTE) (Lobier et al., 2014) which is capable of capturing

intermittent and nonstationary causal dynamics observed in

iEEG data (Hillebrand et al., 2016; Lobier et al., 2014; Menon

et al., 1996). PTE assesses with the ability of one time-series

to predict future values of other time-series thus estimating

the time-delayed causal influences between the two time-

series. Based on its key role in numerical problem solving as

identified in fMRI studies, we hypothesized that the dorsal PPC

would function as a causal hub in its interaction with other

parietal and temporal cortical regions during mental arith-

metic. We define causal hubs as follows: A brain region (for

example, dorsal PPC) is defined to be a “causal inflow hub” if

the net causal inflow PTE(in) � PTE(out) is the maximum

among all brain regions. Similarly, a brain region is defined to

be a “causal outflow hub” if the net causal outflow

PTE(out) � PTE(in) is the maximum among all brain regions.

The second goal of our study was to investigate causal in-

fluences of the VTOC and hippocampus on the PPC. Although

most previous fMRI research has focused on functional acti-

vation and connectivity between VTOC and PPC (Iuculano

et al., 2018; Jolles et al., 2016; Moeller et al., 2015; Park et al.,

2013), recent studies have revealed an important role of the

hippocampus in multiple aspects of numerical cognition

including fact retrieval (Chang et al., 2019), identification of

symbols corresponding to numerical operations (Mathieu

et al., 2018), and efficient problem solving (Cho et al., 2012;

Kutter et al., 2018; Moeller et al., 2015; Qin et al., 2014; Supekar

et al., 2013). Based on these studies, we tested the hypothesis
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Fig. 1 e Task structure and iEEG recording sites from parietal, temporal, and medial temporal lobe regions investigated in

this study. (a) Individual participant iEEG recording sites, (b) Centroids of iEEG recording sites in 3D rendering (top-row),

coronal slices of centroids of iEEG recording sites (second and third rows, left and right hemispheres respectively), (c) Surface

rendering of the dPPC and vPPC (left column: left hemisphere and right column: right hemisphere), and (d) Task structure.

Participants performed multiple trials of a “free recall” experiment. In each trial, they were first presented with a list of

words. After the final word, the participants immediately engaged in a series of arithmetic problems of the form a þ

c o r t e x 1 4 7 ( 2 0 2 2 ) 2 4e4 026
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Table 1 e Participant demographic information.

Participant ID Gender Age

184 M 42

185 M 20

186 M 27

187 F 51

189 M 22

193 M 37

195 M 44

196 M 18

200 M 25

202 F 29

203 F 36

204 F 25

207 F 39

215 F 50

c o r t e x 1 4 7 ( 2 0 2 2 ) 2 4e4 0 27
that the VTOC and hippocampus would have strong causal

influences on the PPC, reflecting the perceptual and mne-

monic demands of mental arithmetic.

Our third related goal was to contrast the causal dynamics

of dorsal and ventral PPC both in relation to causal hubs and

specific causal pathways associated with mental arithmetic.

Based on differential patterns of activation and deactivation

of dorsal and ventral PPC reported in previous fMRI studies

(Menon, 2015), as well as reports of ventral PPC involvement in

retrieval of arithmetic facts (Grabner et al., 2009, 2013), we

hypothesized that the hippocampus and VTOC would show

different patterns of causal interaction with dorsal and

ventral PPC. Our analysis of information flow reveals causal

pathways, hubs, and circuit mechanisms underlying mental

arithmetic in the human brain.
222 F 20

223 F 42

228 F 58

230 F 56

232 M 27

234 M 25

236 F 51

240 F 37

247 F 61

251 M 31

260 F 57

264 F 52

268 F 32

275 M 41

283 F 29

286 F 57

292 F 39

297 M 24

298 F 24

299 M 43

310 M 20
1. Results

1.1. Behavioral performance on mental arithmetic task

Thirty-five participants performed a series of arithmetic

problems of the form of a þ b þ c ¼ ??, where a, b, and c were

randomly selected integers ranging from 1 to 9 during simul-

taneous iEEG data acquisition (Fig. 1, Methods). Participants

were instructed to complete as many problems as possible

within a ~20 sec time window. Mean accuracy was

93.23% ± 4.69% and the median reaction time was

5.88 sec ± .49 sec, indicating that participants performed the

task with a high level of accuracy.

1.2. Directed information flow during mental arithmetic

We investigated dynamic causal interactions between multi-

ple subdivisions of the PPC and VTOC and the hippocampus.

Based on availability of sufficient electrode pairs in five or

more study participants (see Methods), we demarcated two

distinct subdivisions in the PPC: a dorsal PPC region encom-

passing the intraparietal sulcus, superior parietal lobule, and

supramarginal gyrus and the ventral PPC encompassing the

angular gyrus. This choice was further motivated by the

different functional roles ascribed to dorsal PPC and the

angular gyrus in mental arithmetic as noted above (Daitch

et al., 2016; Dastjerdi et al., 2013; Hermes et al., 2017;

Pinheiro-Chagas et al., 2018; Vansteensel et al., 2014). Using a

similar strategy, we demarcated inferior temporal gyrus (ITG)

and fusiform gyrus (FG) subdivisions of the VTOC encom-

passing its medial and lateral aspects.

Time series from electrode pairs in the dorsal PPC, ventral

PPC, ITG, FG, and the hippocampuswere then used to examine

directed information flow using PTE (Lobier et al., 2014), which

provides a robust estimation of directed information flow

(Methods, Tables 1e4, Fig. 1a, b, c, d). Visualization of the

strength of directed information flow between these regions
b þ c ¼ ??, with a, b, and c representing randomly selected inte

arithmetic problem, the participants were asked to recall as man

details). dPPC: dorsal posterior parietal cortex, vPPC: ventral po

fusiform gyrus, HIPP: hippocampus.
suggests that the dorsal PPC is distinguished from other brain

regions as having higher inflow than outflow (Fig. 2a). To

further visualize the pattern of causal interactions, we exam-

ined the top 50% of all causal connections between dorsal PPC,

ventral PPC, ITG, FG, and hippocampus during mental arith-

metic. We found that the strongest causal connections of

dorsal PPC are all inflow links, whereas causal connections for

ventral PPC, ITG, FG, and hippocampus are either outflow links

or bidirectional, during mental arithmetic (Fig. 2b).

We next sought to quantify net outflow and inflow for each

node from each of the other four brain areas. Specifically, we

computed the outflow of each region, defined as the sum of

PTE from electrodes in one brain area to electrodes in the

other four brain areas, and the inflow as the reverse. The

difference between inflow and outflowwas used to determine

the inflow hub. This analysis identified dorsal PPC as the re-

gion with the strongest inflow during mental arithmetic

(p < .05, linear mixed effects, FDR corrected for multiple

comparisons; Fig. 2c).
gers ranging from 1 to 9. After the completion of the final

y words as possible from the original list (see Methods for

sterior parietal cortex, ITG: inferior temporal gyrus, FG:

https://doi.org/10.1016/j.cortex.2021.11.012
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Table 2 e Brainnetome subregions according to Brodmann
areas included in each ROI. dPPC: dorsal posterior parietal
cortex, vPPC: ventral posterior parietal cortex, ITG: inferior
temporal gyrus, FG: fusiform gyrus, HIPP: hippocampus.

dPPC

A7r, rostral area 7

A7c, caudal area 7

A5l, lateral area 5

A7pc, postcentral area 7

A7ip, intraparietal area 7(hIP3)

A39rd, rostrodorsal area 39(Hip3)

A40rd, rostrodorsal area 40(PFt)

A40c, caudal area 40(PFm)

A40rv, rostroventral area 40(PFop)

vPPC

A39c, caudal area 39(PGp)

A39rv, rostroventral area 39(PGa)

ITG

A20iv, intermediate ventral area 20

A37elv, extreme lateroventral area37

A20r, rostral area 20

A20il, intermediate lateral area 20

A37vl, ventrolateral area 37

A20cl, caudolateral of area 20

A20cv, caudoventral of area 20

FG

A20rv, rostroventral area 20

A37mv, medioventral area37

A37lv, lateroventral area37

Hippocampus

rHipp, rostral hippocampus

cHipp, caudal hippocampus

c o r t e x 1 4 7 ( 2 0 2 2 ) 2 4e4 028
To determine brain regions that exert the strongest causal

influences on the dorsal PPC, we compared causal inflow into

dorsal PPC from other parietal and temporal lobe regions

(ventral PPC, ITG, FG, and hippocampus) during mental

arithmetic. Our analysis revealed that hippocampus has the

strongest causal influence on the dorsal PPC, followed by FG

(ps < .05, linear mixed effects, FDR corrected for multiple

comparisons; Fig. 2d).
Table 3 e Number of electrode pairs used in inter-network conn
vPPC: ventral posterior parietal cortex, ITG: inferior temporal gy

Network pairs Number of
electrode pairsa (n)

Number
participan

ITG-FG 366 12

ITG-vPPC 89 6

ITG-dPPC 318 10

ITG-HIPP 199 12

FG-vPPC 49 5

FG-dPPC 142 8

FG-HIPP 141 10

vPPC-dPPC 239 11

vPPC-HIPP 64 6

dPPC-HIPP 120 10

a For subject 193, the math epochs did not meet the selection criteria (see

task was 206 for vPPC-dPPC interaction.
1.3. Directed information flow from temporal lobe to PPC
during mental arithmetic

Next, to assess whether temporal lobe regions show differ-

ential causal connections with dorsal and ventral PPC, we

directly compared causal inflow from temporal lobe regions

(ITG, FG, and hippocampus) into dorsal versus ventral PPC

during mental arithmetic. Causal inflow from ITG and FG, but

not from hippocampus, into dorsal PPC was higher than into

ventral PPC (ps < .05, linear mixed effects, FDR corrected for

multiple comparisons; Fig. 3). This result suggests that the

VTOC interacts more strongly with the dorsal PPC during

mental arithmetic.

1.4. Directed information flow during mental arithmetic,
compared to resting-state and verbal memory recall

Next, we sought to assess task-dependent causal influences

on the dorsal PPC, we compared the net causal inflow between

mental arithmetic, resting-state, and verbal memory recall

conditions. This analysis revealed that the net causal inflow

into dorsal PPC was higher during mental arithmetic,

compared to resting-state (p < .001) and verbal memory recall

conditions (p < .001, linear mixed effects, FDR corrected for

multiple comparisons; Fig. 4a). In contrast, the net causal

inflow into ventral PPC did not differ between mental arith-

metic and resting-state (p > .05), and was higher during verbal

memory recall compared to mental arithmetic (p < .05, linear

mixed effects, FDR corrected for multiple comparisons;

Fig. 4b). These results suggest that stronger causal inflow into

dorsal PPC was observed during mental arithmetic, compared

to both resting state and verbal memory recall, whereas

ventral PPC showed undifferentiated profiles of causal in-

teractions between mental arithmetic and resting-state and

enhanced net causal inflow during verbal memory recall

compared to mental arithmetic.

1.5. Surrogate data analysis of causal information flow
between brain regions

Next, we conducted surrogate data analysis to test the sig-

nificance of the estimated PTE values compared to PTE
ectivity analysis. dPPC: dorsal posterior parietal cortex,
rus, FG: fusiform gyrus, HIPP: hippocampus.

of
ts

Participant IDs

185, 223, 230, 234, 236, 240, 264, 268, 283, 297, 298, 299

195, 230, 232, 240, 260, 299

195, 204, 232, 234, 236, 240, 260, 268, 297, 299

195, 223, 230, 236, 240, 264, 268, 283, 297, 298, 299, 310

186, 196, 230, 240, 299

186, 196, 234, 236, 240, 268, 297, 299

223, 230, 236, 240, 264, 268, 283, 297, 298, 299

184, 186, 193, 195, 196, 203, 232, 240, 260, 275, 299

195, 203, 230, 240, 275, 299

195, 203, 236, 240, 247, 268, 275, 292, 297, 299

Methods for details). The number of electrode pairs (n) for the math

https://doi.org/10.1016/j.cortex.2021.11.012
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Table 4 e Centroid of electrodes in each brain region. dPPC:
dorsal posterior parietal cortex, vPPC: ventral posterior
parietal cortex, ITG: inferior temporal gyrus, FG: fusiform
gyrus, HIPP: hippocampus, (L)-left hemisphere, (R)-right
hemisphere.

Brain region Centroid (in MNI coordinates)

ITG (L) �53.8, �29.9, �19.4

ITG (R) 50.5, �11.2, �31.0

FG (L) �37.8, �26.3, �21.9

FG (R) 33.5, �16.7, �34.6

dPPC (L) �58.0, �40.4, 32.4

dPPC (R) 58.6, �42.2, 37.7

vPPC (L) �50.6, �63.6, 24.7

vPPC (R) 46.4, �58.5, 29.3

HIPP (L) �29.8, �26.4, �15.8

HIPP (R) 32.9, �17.5, �18.1

c o r t e x 1 4 7 ( 2 0 2 2 ) 2 4e4 0 29
expected by chance (Methods). The estimated phases from the

Hilbert transform for electrodes from pairs of brain areaswere

time-shuffled and PTE analysis was repeated on this shuffled

data to build a distribution of surrogate PTE values against

which the observed PTE was tested. This analysis revealed
Fig. 2 e Dynamic causal network interactions, measured using

arithmetic. (a) Matrix representation of causal inflow to (X-axis,

brain regions considered in this study. The dorsal posterior pari

as having higher PTE(in) than PTE(out). (b) Visualization of the t

to strong differential inflow into the dPPC. (c) The dPPC is a cau

from other parietal and temporal lobe regions. The strongest ca

(HIPP), followed by the FG. ***p < .001, *p < .05 (two-way ANOV

posterior parietal cortex.
that causal information flow between all, but one (dPPC/FG),

pairs of brain regions were significantly higher than those

expected by chance in broadband during mental arithmetic

(p< .05; Fig. 5). These results demonstrate that reported effects

in this study arise from causal signaling that is significantly

enhanced above chance levels.

1.6. Broadband power in dorsal PPC and other parietal
and temporal regions during mental arithmetic

Next, to determine whether the observed causal dynamics of

dorsal PPC duringmental arithmeticwas driven by differences

in the amplitude of iEEG fluctuations between brain regions,

we compared broadband power across dorsal PPC, ventral

PPC, ITG, FG, and hippocampus (see Methods for details; also

see Fig. 6 for spectrogram showing time-frequency resolved

broadband power). This analysis revealed that broadband

power in dorsal PPC did not differ from that in other brain

regions during mental arithmetic (ps > .05, linear mixed ef-

fects, FDR corrected for multiple comparisons). These results

suggest that the causal dynamics of dorsal PPC during mental

arithmetic are not driven by iEEG amplitude fluctuations.
phase transfer entropy (PTE, in bits), during mental

cyan arrows) and outflow from (Y-axis, magenta arrows) all

etal cortex (dPPC) is distinguished from other brain regions

op 50% causal connections showing pathways contributing

sal inflow hub. (d) Comparison of causal inflow into dPPC

usal influence on the dPPC was from the hippocampus

A, FDR-corrected for multiple comparisons). vPPC: ventral

https://doi.org/10.1016/j.cortex.2021.11.012
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Fig. 3 e Comparison of causal inflow into dorsal versus ventral posterior parietal cortex during mental arithmetic. Causal

inflow into the dorsal posterior parietal cortex (dPPC) was higher than into ventral posterior parietal cortex (vPPC) from both

the ITG and FG, but not HIPP. ***p < .001, *p < .05 (two-way ANOVA, FDR-corrected for multiple comparisons).

Fig. 4 e Comparison of net causal inflow into (a) dorsal PPC and (b) ventral PPC during mental arithmetic, resting-state, and

memory recall. The dorsal PPC (dPPC) is a stronger causal inflow hub during mental arithmetic, compared to both resting-

state and memory recall. In contrast, net causal inflow of the ventral PPC (vPPC) during the mental arithmetic did not differ

from resting-state and was lower than that during memory recall. ***p < .001, *p < .05 (two-way ANOVA, FDR-corrected for

multiple comparisons).

c o r t e x 1 4 7 ( 2 0 2 2 ) 2 4e4 030
1.7. High-gamma band power and causal dynamics of
dorsal PPC during mental arithmetic

Previous studies have suggested that power in the high-

gamma band (80e160 Hz) is correlated with fMRI BOLD sig-

nals (Sch€olvinck et al., 2010), and is thought to reflect inputs

into a specific brain region (Canolty & Knight, 2010). We

compared high-gamma band power (see Methods for details)

during mental arithmetic across the ROIs. This analysis

revealed that high-gamma power in dorsal PPC did not differ

from that in other brain regions during mental arithmetic

(ps > .05, linear mixed effects, FDR corrected for multiple
comparisons). This result suggests that the causal dynamics

of dorsal PPC during mental arithmetic are not driven by

higher high-gamma power in dorsal PPC electrodes compared

to electrodes in other brain regions.

1.8. Power in dorsal PPC during mental arithmetic,
resting-state, and verbal memory recall

Finally, to determine whether differential causal dynamics of

dorsal PPC during mental arithmetic, compared to resting-

state and verbal memory recall, were driven by differences

in the amplitude of iEEG fluctuations, we compared power (see

https://doi.org/10.1016/j.cortex.2021.11.012
https://doi.org/10.1016/j.cortex.2021.11.012


Fig. 5 e Surrogate data analysis to test the statistical significance of the observed PTE values for each pair of brain regions

compared to those obtained by chance during mental arithmetic in broadband. (a) vPPC / dPPC (red) and dPPC / vPPC

(green). (b) ITG / dPPC (red) and dPPC / ITG (green). (c) FG / dPPC (red) and dPPC / FG (green). (d) dPPC / HIPP (red) and

HIPP / dPPC (green). (e) ITG / vPPC (red) and vPPC / ITG (green). (f) FG / vPPC (red) and vPPC / FG (green). (g) vPPC /

HIPP (red) and HIPP / vPPC (green). (h) ITG / FG (red) and FG / ITG (green). (i) ITG / HIPP (red) and HIPP / ITG (green). (j)

FG/ HIPP (red) and HIPP/ FG (green). The estimated phases from the Hilbert transform for a given pair of brain areas were

time-shuffled and PTE analysis was repeated on this shuffled data to build a distribution of surrogate PTE values against

which the observed PTE was tested (p < .05). Black lines in all plots denote the p ¼ .05 threshold.

c o r t e x 1 4 7 ( 2 0 2 2 ) 2 4e4 0 31
Methods for details) in dorsal PPC during mental arithmetic

with resting-state and verbal memory recall. This analysis

revealed that power in dorsal PPC during mental arithmetic

did not differ from resting-state and verbal memory recall in

all except one (power during memory recall was higher than

power during mental arithmetic in broadband, p < .05) con-

dition in both broadband (ps > .05, linear mixed effects, FDR

corrected for multiple comparisons) and the high-gamma

band (ps > .05, linear mixed effects, FDR corrected for multi-

ple comparisons). The distinct causal dynamics of dorsal PPC

during mental arithmetic, compared to resting-state and

verbal memory recall, is therefore not likely driven by differ-

ences in the amplitude of iEEG fluctuations.
2. Discussion

iEEG is a particularly useful tool for probing information flow

and dynamics of causal interactions associated with
distributed brain regions involved in problem solving. This

study addresses crucial gaps in our knowledge of parietal-

temporal-hippocampal circuit dynamics underlying mental

arithmetic using depth iEEG recordings from the UPENN-RAM

study (Solomon et al., 2019) and a large sample of 35 partic-

ipants, 362 electrodes, and 1727 electrode pairs. Our analysis

revealed distinct patterns of information flow between dorsal

PPC, ventral PPC, VTOC, and the hippocampus which

together constitute key multicomponent processing nodes

for mental arithmetic in the human brain (Menon et al.,

2020). The dorsal PPC emerged as a causal inflow hub dur-

ing mental arithmetic with significant information flow from

both the VTOC and hippocampus. Notably, these influences

were significantly stronger on dorsal, compared to ventral,

PPC. Finally, surrogate data analysis revealed that the

strength of information flow between brain areas were

significantly above chance levels. Our findings provide novel

insights into the integrative role of the dorsal PPC during

numerical problem solving.
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Fig. 6 e Spectrograms of iEEG activity during mental arithmetic. (a) dorsal PPC, (b) ventral PPC, (c) inferior temporal gyrus, (d)

fusiform gyrus, and (e) hippocampus. Power is shown db, after normalization with pre-stimulus baseline. Line frequencies

have been removed by filtering, and y-axis adjusted accordingly for visualization.
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2.1. Dorsal PPC is a dominant causal inflow hub during
mental arithmetic

The first goal of our study was to characterize causal circuits

and directionality of information flow between distributed

parietal and temporal cortex regions implicated in mental

arithmetic (Menon et al., 2020). Our analysis focused on dorsal

and ventral PPC, encompassing two distinct functional sub-

divisions of the parietal cortex, along with the ITG and FG

subdivisions of the VTOC and the hippocampus. A key aspect

of our approach is that we did not sub-select electrodes based

on arbitrary thresholding of task activation or deactivation

profiles, which allowed us to probe the electrophysiological

basis of causal interactions between neuroanatomically-
defined brain regions of interest (Fig. 1) (Fan et al., 2016) in

as unbiased and general manner as possible.

To characterize the neurophysiological basis of dynamic

causal interactions between brain regions, we used phase

transfer entropy (PTE), which provides a robust and powerful

tool for characterizing information flow between brain re-

gions based on phase coupling (Hillebrand et al., 2016; Lobier

et al., 2014; Wang et al., 2017). In an advance over Granger

causal analysis and other related techniques, PTE can capture

nonlinear interactions and estimate causality between

nonstationary time-series, and is more accurate and compu-

tationally less expensive than transfer entropy (Barnett &

Seth, 2011; Hillebrand et al., 2016; Lobier et al., 2014;

Schreiber, 2000). Furthermore, PTE estimates causal
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interactions based on phase coupling and is therefore insen-

sitive to amplitude fluctuations (Barnett & Seth, 2011;

Hillebrand et al., 2016; Lobier et al., 2014; Schreiber, 2000).

The dorsal PPC emerged as a causal inflow hub, character-

izedbynetpositive inflow(Fig. 2).Highernetcausal inflowof the

dorsal PPC relative to other parietal and temporal lobe regions

during mental arithmetic is consistent with, and extends, pre-

vious reports of relatively late response onset latency of dorsal

PPC compared to other brain areas during mental arithmetic

(Daitch et al., 2016). The dorsal PPC also showed a stronger net

causal inflow during mental arithmetic, compared to resting-

state and verbal memory recall (Fig. 4a), demonstrating an

enhanced role in integrating signals from other parietal and

temporal cortical areas during numerical problem solving. Our

findings reveal that the dPPC is a locus of feedforward signaling

which links ventral temporal-occipital cortex regions involved

in number processing with hippocampal regions involved in

mnemonic representation of arithmetic facts.

2.2. Information flow from ventral temporal cortex
(VTOC) to dorsal PPC

Our second goal was to probe information flow from the VTOC

to the PPC. The dorsal PPC and VTOC constitute distinct

functional units of the number processing systemwhich form

critical building blocks from which mathematical knowledge

is constructed. Both regions play a critical role in representing

non-symbolic (e.g., array of dots) and symbolic (e.g., Arabic

numerals) numerical quantities. Quantity-selective neurons

have been found in non-human primate PPC (Nieder, 2016)

and fMRI adaptation paradigms have suggested that the PPC is

sensitive to quantity across stimulus formats (Bulth�e et al.,

2014; Cohen Kadosh et al., 2007; Piazza et al., 2007). In

contrast, the ventral temporal-occipital cortex is specialized

for visual number form processing (Grotheer et al., 2016b;

Hannagan et al., 2015; Piazza and Eger, 2016; Yeo et al., 2017).

However, how these regions interact during numerical prob-

lem solving is poorly understood.

Both PTE analysis and surrogate analysis of causal infor-

mation flow revealed that both the ITG and FG subdivisions of

the VTOC had strong influences on the dorsal PPC. Both the

ITG and FG, showed net positive outflow. Taken together,

these findings reveal feedforward information flow from the

symbolic number form processing system anchored in the

VTOC to the visuospatial attention system anchored in the

dorsal PPC. This pattern of directional information flow may

facilitate efficient manipulation of symbolic quantities

necessary for mental arithmetic (Menon, 2015). Our findings

bridge an important gap in the literature and address limita-

tions of fMRI studies which have not been able to uncover

differences in information flow between brain areas crucial

for number processing.

2.3. Information flow between hippocampus and dorsal
PPC

Our next related goal was to probe causal influences of the

hippocampus on the PPC. In contrast to VTOC, the role of the

hippocampus in mental arithmetic has been much less stud-

ied. The importance of the medial temporal lobe, particularly
its hippocampal subdivision, in verbal memory recall is well

known (Squire et al., 2015). However, it is only recently that

neuroimaging studies have revealed a role for the hippo-

campus in numerical problem solving (Bloechle et al., 2016;

Moeller et al., 2015; Qin et al., 2014). Crucially, the electro-

physiological correlates of hippocampal involvement and the

direction of information flow to and from the hippocampus to

the PPC is not known. Our study addresses an important gap

in this regard by demonstrating strong information transfer

from the hippocampus to the dorsal PPC.

PTE analysis revealed that the hippocampus has strong

causal influences on the dorsal PPC. Moreover, net causal

outflow from the hippocampus was higher than that of the

ITG, but lower than that of the FG. Surprisingly, PTE analysis

also revealed that, compared to both the ITG and FG sub-

divisions of the VTOC, the hippocampus had greater in-

fluences on the dorsal PPC (Fig. 2d).

Enhanced functional connectivity of the hippocampus

with the PPC associatedwithmemory recall has been reported

in non-human primates (Miyamoto et al., 2013), and has been

hypothesized to be a foundational circuit for memory recall

(Vincent et al., 2006;Wagner et al., 2005). More specifically, our

results converge on a recent single-neuron study that suggests

that the human hippocampus plays an important role in

encoding numbers (Kutter et al., 2018), and provides novel

electrophysiological evidence for a causal role in mental

arithmetic. Taken together, our findings provide novel elec-

trophysiological evidence for a key role of hippocampal-

parietal circuits in mental arithmetic linking the dPPC, a hub

for representation and manipulation of numerical quantity,

with the hippocampus, a hub formemory encoding and recall.

Further studies with behavioral assessments of strategy use

are needed to determine the precise contribution of this cir-

cuit to fact retrieval strategies during mental arithmetic.

2.4. Distinct information flow associated with dorsal
and ventral PPC

Our final goal was to contrast the causal dynamics of dorsal

and ventral PPC, as both regions have been implicated in fMRI

studies of mental arithmetic (Grabner et al., 2009, 2013;

Bloechle et al., 2016; Iuculano et al., 2018). Crucially, their

differential dynamic network causal interactions have not

been investigated in iEEG studies. As noted above, the net

causal inflow was the strongest into dorsal PPC, relative to

ventral PPC and temporal lobe regions during mental arith-

metic. Notably, in contrast to dorsal PPC, the net causal inflow

into ventral PPC during mental arithmetic condition did not

differ from resting-state and was lower compared to verbal

memory recall condition (Fig. 4b). Our results provide novel

electrophysiological evidence that the dorsal PPC plays a

greater role during mental arithmetic, when compared to

ventral PPC. Crucially, it should be noted that we did not find

significant differences in overall power between dorsal,

compared to ventral, PPC, likely due to unbiased selection of

electrodes in the present study. In an advance over observa-

tions of localized patterns of fMRI responses, our results

further point to functional heterogeneity of subdivisions of

the PPC on the basis of distinct causal dynamics uncon-

founded by complex patterns of activation and deactivation of
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the angular gyrus in the ventral PPC observed in fMRI studies

(Uddin et al., 2010). Notably, information flow into the ventral

aspects of the PPC was indistinguishable from resting base-

line, suggesting a weak role, if any, in mental arithmetic. The

dorsal and ventral PPC were also distinguished by stronger

causal influences on dorsal, compared to ventral, PPC during

mental arithmetic from both the ITG and the FG subdivisions

of the VTOC (Fig. 3).

Taken together, our findings reveal distinct causal dynamics

of dorsal and ventral PPC both in terms of overall strength of

causal influences and specific causal pathways associatedwith

mental arithmetic, further clarifying the unique role of the

dorsal PPC in integrating signals from both the VTOC and hip-

pocampus during numerical problem solving.

2.5. Phase transfer entropy, rather than power spectral
density, and spectrograms, distinguishes causal dynamics
of dorsal PPC from other brain regions and between tasks

Phase transfer entropy (PTE) provides a robust measure of the

direction of information flow between electrode pairs (Lobier

et al., 2014; Lopour et al., 2013; Menon et al., 1996). PTE is

based on the ability of the time-series of a brain region to

predict the future values of the time-series of another by

considering all possible time-points in the post-stimulus

period of brain regions under consideration thus estimating

the time-delayed causal influences between the two time-

series. Higher PTE implies higher predictive power of one

time-series from another. Previous findings using multielec-

trode array recordings in both humans and animal studies

have suggested the crucial role of phase, rather than ampli-

tude, modulation in information processing and signaling

between brain regions (Kayser et al., 2009; Lachaux et al., 1999;

Lopour et al., 2013; Ng et al., 2013; Siegel et al., 2009). In line

with this view, we found significant causal influences based

on phase transfer entropy, even in the absence of differences

in both broadband and high-gamma power between parietal

and temporal regions examined in this study. Finally, power

in dorsal PPC electrodes did not differ between mental arith-

metic, resting-state, and verbal memory recall conditions.

Taken together, these results suggest that the causal dy-

namics of dorsal PPC during mental arithmetic reflect distinct

profiles of asymmetric information flow, as captured by PTE

measures, rather than task-related differences in the ampli-

tude of iEEG fluctuations.

2.6. Theoretical implications for neurocognitive models
of mental arithmetic

Our findings inform theoretical models which have argued for

a differential role for dorsal and ventral PPC in numerical

cognition, and mental arithmetic in particular. Whereas the

intraparietal sulcus, superior parietal lobule and supra-

marginal gyrus subdivisions of the dorsal PPC are thought to

be involved in covert orientation along a mental number line,

given its well-known role in spatial attention (Corbetta &

Shulman, 2011), the angular gyrus within the ventral PPC

has been linked to retrieval of arithmetic facts (Grabner et al.,

2009). Furthermore, the ventral PPC and hippocampus are part

of default mode network regions implicated in semantic and
memory processing (Binder&Desai, 2011; Greicius et al., 2003;

Schacter et al., 1996). Crucially, despite the hypothesized role

of the angular gyrus in verbal fact retrieval, its functional

contribution to mental arithmetic has remained elusive. In

contrast to the intraparietal sulcus, superior parietal lobule

and supramarginal gyrus which form part of distinct lateral

frontoparietal circuits engaged during cognition, the angular

gyrus is part of default mode network regions that are disen-

gaged during cognition and are typically deactivated during

mental arithmetic tasks (Ansari, 2008; Grabner et al., 2009;

Menon, 2016). Given concerns that complex patterns of acti-

vation and deactivation reported in fMRI studies might be an

artifact related to blood flow and oxygenation changes, it is

crucial to establish neurophysiological parallels. Daitch and

colleagues reported that the angular gyrus was sensitive to

episodic memory recall but was relatively unchanged from

baseline during mental arithmetic (Daitch et al., 2016).

Convergent on these observations we found weaker causal

influences from both the ITG and FG subdivisions of the VTOC

on the posterior, compared to the dorsal, PPC. Moreover, the

dorsal PPC also received stronger inputs from the ITG, FG and

hippocampus than it did from the ventral PPC. Finally, unlike

the dorsal PPC, causal influences on the ventral PPC during

mental arithmetic were not differentiated from the resting-

baseline. These findings further hint at a weaker role of the

angular gyrus in mental arithmetic, and provide insights into

the dominant integrative functions of the dorsal PPC.

Finally, an intriguing question raised by our study is how

information that is integrated by the dorsal PPC is processed

further. Given multiple interconnected lateral frontoparietal

circuits that link the dorsal PPC with distributed prefrontal

cortex networks (Menon, 2016), hubs in the dorsal PPC are well

placed to facilitate interactions with frontal lobe regions

subserving working memory and decision-making systems as

well as motor areas that generate output. Here it is note-

worthy that Vansteensel and colleagues found temporally

delayed signals in motor areas relative to both occipital and

parietal cortex. Further studies using multivariate analysis of

electrophysiological signals to determine the precise trans-

formations implemented by individual dorsal PPC sub-

divisions, as well as time-resolved analysis of directed

information flow across specific stages of information pro-

cessing with iEEG recordings from distributed parietal and

frontal cortices are needed to clarify how information is pro-

cessed and sent to other regions until output is produced.

2.7. Generalizability and limitations

The mental arithmetic task was performed during the reten-

tion interval of an episodic memory task, between distinct

encoding and retrieval periods. This raises the question of the

extent towhich the pattern of causal dynamics reported in the

current study during the mental arithmetic task was influ-

enced by prior memory encoding. Given the high level of ac-

curacy (>93%) in the multi-operand, arithmetic task, it is

unlikely that participants were actively engaged in memory

replay of encoded words they had viewed earlier. Moreover,

our analysis revealed that net causal inflow into the dorsal

PPC was significantly higher during mental arithmetic,

compared to verbal memory recall and the strength of causal
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influences was significantly higher on dorsal, compared to

ventral, PPC from the hippocampus duringmental arithmetic,

when compared to verbal memory recall. These results sug-

gest that dynamic causal processes engaged during mental

arithmetic can be differentiated frommemory recall. A related

question here is whether memory encoding resulted in a

different brain state that limits generalizability of the findings.

To the best of our knowledge, the influence of prior brain

states on neural representations and causal interactions has

not been directly addressed in previous studies in humans. In

rodents, there is emerging evidence that hippocampus can

maintain multiple stable memory representations with little

interference (Sheintuch et al., 2020). Evidence from opto-

genetic studies in rodents suggests thatmemory encoding can

result in an engram that is silent until triggered for recall in a

context-specific manner (Kitamura et al., 2017; Roy et al.,

2017). Precisely how verbal memory retention in humans in-

fluences causal signaling between brain regions, including the

hippocampus, remains an open question. Future iEEG studies

using tasks without the potential influences of intermediate

brain states and memory load is necessary to further clarify

the role of the PPC and its dynamic causal interactions during

mental arithmetic.

2.8. Conclusions

Our findings reveal neurophysiological circuit mechanisms by

which the visual number form processing system, anchored

in the ventral temporal-occipital cortex, and the declarative

memory system, anchored in the hippocampus, dynamically

engage the PPC during numerical problem solving. Findings

highlight involvement of the hippocampus and reveal signif-

icant functional heterogeneity in the PPC, with the dorsal PPC

emerging as a dominant causal inflow hub that integrates

signals from both the ventral temporal cortex and the hip-

pocampus. Our study emphasizes significant asymmetric

signaling mechanisms among interacting neurocognitive

processing systems.
3. Methods

We report how we determined our sample size, all data ex-

clusions, all inclusion/exclusion criteria, whether inclusion/

exclusion criteria were established prior to data analysis, all

manipulations, and all measures in the study.

3.1. UPENN-RAM iEEG recordings

iEEG recordings from 102 patients shared by Kahana and col-

leagues at the University of Pennsylvania (UPENN) (obtained

from the UPENN-RAM public data release under release ID

“Release_20171012”, released on 12 October, 2017) were used

for analysis (Jacobs et al., 2016). iEEG recordings were down-

loaded from a UPENN-RAM consortium hosted data sharing

archive (URL: http://memory.psych.upenn.edu/RAM). Prior to

data collection, research protocols and ethical guidelines were

approved by the Institutional Review Board at the partici-

pating hospitals and informed consent was obtained from the

participants and guardians (Jacobs et al., 2016). Details of all
the recordings sessions and data pre-processing procedures

are described by Kahana and colleagues (Jacobs et al., 2016).

Briefly, iEEG recordings were obtained using subdural grids

(contacts placed 10 mm apart) or depth electrodes (contacts

spaced 5e10 mm apart) using recording systems at each

clinical site. iEEG systems included DeltaMed XlTek (Natus),

Grass Telefactor, and Nihon-Kohden EEG systems. Electrodes

located in brain lesions or those which corresponded to

seizure onset zones or had significant interictal spiking or had

broken leads, were excluded from analysis.

Anatomical localization of electrode placement was

accomplished by co-registering the postoperative computed

CTs with the postoperative MRIs using FSL (FMRIB (Functional

MRI of the Brain) Software Library), BET (Brain ExtractionTool),

and FLIRT (FMRIB Linear Image Registration Tool) software

packages. Preoperative MRIs were used when postoperative

MRIs were not available. The resulting contact locations were

mapped to MNI space using an indirect stereotactic technique

and OsiriX Imaging Software DICOM viewer package.

iEEG signals were sampled at 1,000 Hz. The two major

concernswhen analyzing interactions between closely spaced

intracranial electrodes are volume conduction and con-

founding interactions with the reference electrode (Burke

et al., 2013). Hence bipolar referencing was used to eliminate

confounding artifacts and improve the signal-to-noise ratio of

the neural signals, consistent with previous studies using

UPENN-RAM iEEG data (Burke et al., 2013; Ezzyat et al., 2018).

Signals recorded at individual electrodes were converted to a

bipolar montage by computing the difference in signal be-

tween adjacent electrode pairs on each strip, grid, and depth

electrode and the resulting bipolar signalswere treated as new

virtual electrodes originating from themidpoint between each

contact pair. Line noise (60 Hz) and its harmonics were

removed from the bipolar signals and finally, unless otherwise

specified, each bipolar signal was Z-normalized by removing

mean and scaling by the standard deviation. For time series

filtering, we used a fourth order two-way zero phase lag But-

terworth filter for all analyses.

3.2. Participant and electrode identification

We used the Brainnetome atlas (Fan et al., 2016) to demarcate

parietal, inferior temporal and hippocampus regions of in-

terest (Table 3). We first identified electrode pairs in which

there were at least five patients with electrodes implanted in

each pair of brain regions of interest encompassing PPC, VTOC

and hippocampal regions of interest. Key PPC regions of in-

terest included the superior parietal lobule, supramarginal

gyrus, intraparietal sulcus and angular gyrus in the inferior

parietal lobule, spanning its dorsaleventral axis. The lack of

sufficient number of participants and electrode pairs pre-

cluded analyses of these subdivisions separately (Table S1).

We therefore combined electrodes from the superior parietal

lobule, intraparietal sulcus, and supramarginal gyrus into a

dorsal PPC subdivision and the angular gyrus regions into a

ventral PPC subdivision (Table 3). VTOC regions of interest

included its medial and lateral aspects and were demarcated

into distinct subdivisions encompassing the ITG and FG,

respectively. These regions include the putative number and

word form areas that are sensitive to symbolic
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representations of quantity (Grotheer et al., 2016a). Electrodes

from left and right hemispheres of each brain region (dorsal

PPC, ventral PPC, ITG, FG, and hippocampus) were pooled to

obtain adequate number of electrode pairs (Table 3) across

which all subsequent analyses were performed. Out of 102

individuals, data from 35 individuals, 362 electrodes, and 1727

electrode pairs were used for subsequent analysis based on

electrode placement in brain regions of interest.

3.3. iEEG recordings during mental arithmetic, verbal
memory recall, and resting-state conditions

35 participants performed multiple trials of a “free recall”

experiment on a laptop computer. In each trial, they were first

presented with a list of 12 words sequentially. After the pre-

sentation of the final word, they immediately engaged in a

series of arithmetic problems (mental arithmetic condition) in

the form of a þ b þ c ¼ ??, where a, b, and c were randomly

selected integers ranging from 1 to 9 (Fig. 1d). Participants

were instructed to complete as many problems as possible

within a ~20s time window. Participants solved an average of

52 arithmetic problems. They entered their answers via the

laptop's keyboard. A new arithmetic problem was displayed

on the screen as soon as the previous answer was entered.

After completion of the arithmetic problem, participants were

asked to recall as many words as possible for ~30 sec from the

list of words that was presented just before answering arith-

metic problems (verbal memory recall condition). Details of

the task are described elsewhere (Solomon et al., 2017, 2019).

To determine the electrophysiological properties and dynamic

neural circuit mechanisms underlying successful mental

arithmetic and verbalmemory recall, only accurate trials from

these conditions were included in our analysis. Recordings of

the first 1.6 sec of each arithmetic problem were used to

conduct trial-by-trial analysis of causal dynamics.

The choice of 1.6 sec duration was based on reaction time

reported in behavioral and fMRI studies (Rosenberg-Lee et al.,

2011) as well as iEEG (Daitch et al., 2016; Pinheiro-Chagas et al.,

2018), which have shown significant event-related activity of

select brain regions involved in mathematical cognition

within this time window. We chose an identical 1.6 sec for

each verbal memory recall trial. Resting-state data consisted

of intervals prior to each encoding block in which participants

were asked to fixate on the screen and alerted to the upcoming

task. This choice of resting-state data is consistent with pre-

vious iEEG and fMRI studies (Das & Menon, 2020; Smith et al.,

2018). Moreover, in a previous study we showed that these

resting-state epochs accurately reproduced findings from

conventional resting-state iEEG data acquired from an inde-

pendent cohort (Das & Menon, 2020). For the resting-state

condition, we extracted 10-s iEEG recordings (epochs) prior

to the beginning of each trial, corresponding to the ITI. To

reduce boundary and carry over effects, we discarded 3 sec at

the beginning and 3 sec at the end of each epoch, resulting in

4-s epochs for resting-state condition. Resting-state related

recordings were randomly selected to match their length to

those from mental arithmetic/verbal memory recall periods.

Each of 1.6 sec recordings (mental arithmetic/verbal memory

recall/resting-state) was analyzed separately and averaged

across trials to obtain relevant measures of interest.
3.4. iEEG analysis of power and time-frequency
decomposition

Time-frequency analysis for mental arithmetic events were

estimated using a short-time duration Fourier transformation

method (Zhou et al., 2019). Spectrograms were calculated in

.25s windows with 90% overlap with a Hanning window for

smoothing and db-normalized with respect to .2sec pre-

stimulus periods. Finally, spectrograms were averaged across

time and broadband frequency range to estimate the average

power for eachbrain regionof interest (dorsal PPC, ventral PPC,

ITG, FG, and HIPP). Power for resting-state and memory recall

periods were calculated in a similar way after normalization

with respect to .2sec periods immediately preceding the

resting-state and memory recall periods respectively.

3.5. iEEG analysis of phase transfer entropy (PTE) and
causal dynamics

A brain region, X, has a causal influence on a target region, Y, if

knowing past signals from both regions (X and Y) improves the

ability to predict the target region's (Y) future signals, in com-

parison to knowing only the target region's (Y) past signals

(Granger, 1969; Marinazzo et al., 2008). In an advance over

Granger causality analysis which is limited to assessing direc-

tionality of linear interactions and stationary time-series

(Barnett & Seth, 2011), phase transfer entropy (PTE) is a

robust, nonlinearmeasure of directionality of information flow

between time-series and can be applied as a measure of cau-

sality to nonstationary time-series (Lobier et al., 2014). PTE has

also been shown to be computationally more efficient than

transfer entropy (TE) (Lobier et al., 2014). Our stationarity test of

iEEG recordings (unit root test for stationarity) revealed that the

spectral radius of the autoregressivemodel is very close to one,

indicating that iEEG time-series is nonstationary (Barnett &

Seth, 2014). We therefore used PTE (described below) to deter-

mine nonlinear, nonstationary causal dynamics observed in

iEEG data in our study.

Given two time-series fxig and fyig, where i ¼ 1; 2; :::; M,

instantaneous phases were first extracted using the Hilbert

transform. Let fxpi g and fypi g , where i ¼ 1;2; :::;M, denote the

corresponding phase time-series. If the uncertainty of the

target signal fypi g at delay t is quantified using Shannon en-

tropy, then the PTE from driver signal fxpi g to target signal fypi g
can be given by
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where probabilities can be calculated by building histograms

of occurrences of singles, pairs, or triplets of instantaneous

phase estimates from phase time-series (Hillebrand et al.,

2016). PTE is measured in bits, same as entropy. For our

analysis, the number of bins in histograms was set as

3:49� STD�M�1=3 and delay twas set as 2M=M±, where STD is

average standard deviation of phase time-series fxp
i g and fyp

i g
and M± is the number of times the phase changes sign across

time and channels (Hillebrand et al., 2016). Note that PTE is

robust against the choice of the delay t and the number of bins

for forming the histograms and variations in these parameters
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Table S1. Number of electrode pairs for key PPC regions of
interest. ITG: inferior temporal gyrus, FG: fusiform gyrus,
HIPP: hippocampus, IPS: intraparietal sulcus, SPL: superior
parietal lobule, SMG: supramarginal gyrus.

Inter-regional pairs Number of
electrode pairs (n)

Number of
participants

ITG-IPS 34 3

FG-IPS 34 3

AG-IPS 22 4

SPL-IPS 24 5

SMG-IPS 82 7

HIPP-IPS 14 4

ITG-SPL 16 1

FG-SPL 14 3

AG-SPL 7 3

SMG-SPL 54 4

HIPP-SPL 11 2

ITG-SMG 268 10

FG-SMG 94 7

AG-SMG 177 9

HIPP-SMG 95 10

c o r t e x 1 4 7 ( 2 0 2 2 ) 2 4e4 0 37
do not change the results much (Hillebrand et al., 2016). For

PTE estimation, we used the broadband signal (.5e80 Hz)

rather than the filtered signal, since causality estimation is

very sensitive to filtering [see (Barnett & Seth, 2011) for a

detailed discussion on this].

Net causal outflow was calculated as the difference be-

tween the total outgoing information and total incoming in-

formation, that is, net causal outflow ¼ PTE(out) � PTE(in). For

calculation of PTE(out) and PTE(in) for dorsal PPC electrodes,

electrodes in the ventral PPC, ITG, FG, and HIPP were consid-

ered, that is, PTE(out) was calculated as the net PTE from

dorsal PPC electrodes to the ventral PPC, ITG, FG, and HIPP

electrodes, and PTE(in) was calculated as the net PTE from the

ventral PPC, ITG, FG, and HIPP electrodes to dorsal PPC elec-

trodes. PTE(out) and PTE(in) for ventral PPC, ITG, FG, and HIPP

electrodeswere calculated in a similar way. A brain region (for

example, dorsal PPC) was defined to be a “causal inflow hub” if

the net causal inflow PTE(in) � PTE(out) is the maximum

among all brain regions. Similarly, a brain region was defined

to be a “causal outflow hub” if the net causal outflow

PTE(out) � PTE(in) is the maximum among all brain regions.

3.6. Statistical analysis

Statistical analysis was conducted using mixed effects anal-

ysis with the lmerTest package (Kuznetsova et al., 2017)

implemented in R software (version 4.0.2, R Foundation for

Statistical Computing). Because PTE data were not normally

distributed, we used BestNormalize (Peterson and Cavanaugh,

2018) which contains a suite of transformation-estimating

functions that can be used to optimally normalize data. The

resulting normally distributed data were subjected to mixed

effects analysis with the following model: PTE ~ Condition þ
(1jSubject), where Condition models the fixed effects (condition

differences) and (1jSubject) models the random repeated

measurements within the same participant. Analysis of vari-

ance (ANOVA)wasused to test the significance of findingswith

FDR-corrections for multiple comparisons (p < .05). Similar

mixed effects statistical analysis procedures were used for

comparison of power spectral density across brain regions.

Finally, we conducted surrogate analysis to test the sig-

nificance of the estimated PTE values (Hillebrand et al., 2016).

The estimated phases from the Hilbert transform for elec-

trodes from a given pair of brain areas were time-shuffled so

that the predictability of one time-series from another is

destroyed, and PTE analysis was repeated on this shuffled

data to build a distribution of surrogate PTE values against

which the observed PTE was tested (p < .05).
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