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**Overview**

The difference-in-difference (DID) technique originated in the field of econometrics, but the logic underlying the technique has been used as early as the 1850’s by John Snow and is called the ‘controlled before-and-after study’ in some social sciences.

**Description**

DID is a quasi-experimental design that makes use of longitudinal data from treatment and control groups to obtain an appropriate counterfactual to estimate a causal effect. DID is typically used to estimate the effect of a specific intervention or treatment (such as a passage of law, enactment of policy, or large-scale program implementation) by comparing the changes in outcomes over time between a population that is enrolled in a program (the intervention group) and a population that is not (the control group).
Figure 1. Difference-in-Difference estimation, graphical explanation

DID is used in observational settings where exchangeability cannot be assumed between the treatment and control groups. DID relies on a less strict exchangeability assumption, i.e., in absence of treatment, the unobserved differences between treatment and control groups are the same over time. Hence, Difference-in-difference is a useful technique to use when randomization on the individual level is not possible. DID requires data from pre-/post-intervention, such as cohort or panel data (individual level data over time) or repeated cross-sectional data (individual or group level). The approach removes biases in post-intervention period comparisons between the treatment and control group that could be the result from permanent differences between those groups, as well as biases from comparisons over time in the treatment group that could be the result of trends due to other causes of the outcome.

Causal Effects (Ya=1 – Ya=0)

DID usually is used to estimate the treatment effect on the treated (causal effect in the exposed), although with stronger assumptions the technique can be used to estimate the Average Treatment Effect (ATE) or the causal effect in the population. Please refer to Lechner 2011 article for more details.

ASSUMPTIONS

In order to estimate any causal effect, three assumptions must hold: exchangeability, positivity, and Stable Unit Treatment Value Assumption (SUTVA)1.

DID estimation also requires that:

- Intervention unrelated to outcome at baseline (allocation of intervention was not determined by outcome)
- Treatment/intervention and control groups have Parallel Trends in outcome (see below for details)
Composition of intervention and comparison groups is stable for repeated cross-sectional design (part of SUTVA)

No spillover effects (part of SUTVA)

Parallel Trend Assumption
The parallel trend assumption is the most critical of the above the four assumptions to ensure internal validity of DID models and is the hardest to fulfill. It requires that in the absence of treatment, the difference between the ‘treatment’ and ‘control’ group is constant over time. Although there is no statistical test for this assumption, visual inspection is useful when you have observations over many time points. It has also been proposed that the smaller the time period tested, the more likely the assumption is to hold. Violation of parallel trend assumption will lead to biased estimation of the causal effect.

Regression Model
DID is usually implemented as an interaction term between time and treatment group dummy variables in a regression model.

\[ Y = \beta_0 + \beta_1[\text{Time}] + \beta_2[\text{Intervention}] + \beta_3[\text{Time} \times \text{Intervention}] + \beta_4[\text{Covariates}] + \epsilon \]

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Calculation</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\beta_0)</td>
<td>B</td>
<td>Baseline average</td>
</tr>
<tr>
<td>(\beta_1)</td>
<td>D-B</td>
<td>Time trend in control group</td>
</tr>
<tr>
<td>(\beta_2)</td>
<td>A-B</td>
<td>Difference between two groups pre-intervention</td>
</tr>
<tr>
<td>(\beta_3)</td>
<td>(C-A)-(D-B)</td>
<td>Difference in changes over time</td>
</tr>
</tbody>
</table>
Strengths and Limitations

Strengths

- Intuitive interpretation
- Can obtain causal effect using observational data if assumptions are met
- Can use either individual and group level data
- Comparison groups can start at different levels of the outcome. (DID focuses on change rather than absolute levels)
- Accounts for change/change due to factors other than intervention

Limitations

- Requires baseline data & a non-intervention group
- Cannot use if intervention allocation determined by baseline outcome
- Cannot use if comparison groups have different outcome trend (Abadie 2005 has proposed solution)
- Cannot use if composition of groups pre/post change are not stable

BEST PRACTICES

- Be sure outcome trend did not influence allocation of the treatment/intervention
- Acquire more data points before and after to test parallel trend assumption
- Use linear probability model to help with interpretability
- Be sure to examine composition of population in treatment/intervention and control groups before and after intervention
- Use robust standard errors to account for autocorrelation between pre/post in same individual
- Perform sub-analysis to see if intervention had similar/different effect on components of the outcome
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2. Adapted from “Vertical Relationships and Competition in Retail Gasoline Markets,” 2004 (Justine Hastings)
3. Adapted from “Estimating the effect of training programs in earnings, review of economics and statistics”, 1978 (Orley Ashenfelter)

Readings

TEXTBOOKS & CHAPTERS

- Mostly Harmless Econometrics: Chapter 5.2 (pg 169-182)
  http://www.mostlyharmlesseconometrics.com/
  This chapter discusses DID in the context of the technique’s original field, Econometrics. It gives a good overview of the theory and assumptions of the technique.

  Accessed on February 9th 2013.
  This publication gives a very straightforward review of DID estimation from a health program evaluation perspective. There is also a section on best practices for all of the methods described.

METHODOLOGICAL ARTICLES

  This article, critiquing the DID technique, has received much attention in the field. The article discusses potential (perhaps severe) bias in DID error terms. The article describes three potential solutions for addressing these biases.

  An informative article that describes the strengths, limitations and different information provided by DID, IV, and PSM.
This paper offers an in-depth perspective on the DID approach and discusses some of the major issues with DID. It also provides a substantial amount of information on extensions of DID analysis including non-linear applications and propensity score matching with DID. Applicable use of potential outcome notation included in report.

These lecture slides offer practical steps to implement DID approach with a binary outcome. The linear probability model is the easiest to implement but have limitations for prediction. Logistic models require an additional step in coding to make the interaction terms interpretable. Stata code is provided for this step.

This article discusses the parallel trends assumption at length and proposes a weighting method for DID when the parallel trend assumption may not hold.

APPLICATION ARTICLES

Health Sciences

Generalized Linear Regression Examples:


• Harman, Jeffrey et al. Changes in per member per month expenditures after implementation of Florida’s medicaid reform demonstration. Health Services Research. 2011.


Logistic Regression Examples:

• Bendavid, Eran et al. HIV Development Assistance and Adult Mortality in Africa. JAMA. 2012

• Carlo, Waldemar A et al. Newborn-Care Training and Perinatal Mortality in Developing Countries. NEJM. 2010.


• Li, Rui et al. Self-monitoring of blood glucose before and after medicare expansion among medicare beneficiaries with diabetes who do not use insulin. AJPH. 2008.


Linear Probability Examples:


Extensions (Differences-in-Differences-in-Differences):

• Afendulis, Christopher et al. The impact of medicare part D on hospitalization rates. Health Services Research. 2011.


Economics


Websites

Methodological

Statistical (sample R and Stata code)
Courses

Online

- National Bureau of Economic Research
- Lecture 10: Differences-in-Differences

Lecture notes and video recording, primarily focused on the theory and mathematical assumptions of difference in differences technique and its extensions.
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